Multitrophic Level Interactions

The multitrophic level approach to ecology addresses the complexity of foodwebs much more realistically than the traditional focus on simple systems and interactions. Only in the last twenty years have ecologists become interested in the nature of more complex systems, including tritrophic interactions between plants, herbivores, and natural enemies. Plants may directly influence the behavior of their herbivores’ natural enemies, ecological interactions between two species are often indirectly mediated by a third species, landscape structure directly affects local tritrophic interactions, and below-ground foodwebs are vital to above-ground organisms. The relative importance of top-down effects (control by predators) and bottom-up effects (control by resources) must also be determined. These interactions are explored in this exciting new volume by expert researchers from a variety of ecological fields. This book provides a much-needed synthesis of multitrophic level interactions and serves as a guide for future research for ecologists of all descriptions.
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Multitrophic level interactions: an introduction

Terrestrial ecosystems are characterized by a huge diversity of species and a corresponding diversity of interactions between these species, but community ecology has historically been dominated by interactions between two trophic levels; in particular, plant–herbivore and predator–prey interactions. Only more recently have ecologists become interested in the nature of more complex interactions involving three or more trophic levels (e.g., Price *et al.*, 1980; Bernays and Graham, 1988; Barbosa *et al.*, 1990; Hawkins, 1994; Gange and Brown, 1997; Olff *et al.*, 1999; Pace *et al.*, 1999; Dicke, 2000; Schmitz *et al.*, 2000). It has quickly become clear that a multitrophic level approach addresses the complexity of food-webs much more realistically than does the simpler approach. Our reasons for generating this book are to provide an overview of progress that has been made in demonstrating how research on more realistic models of food webs has enriched our understanding of complex biological systems, and to highlight new and particularly exciting avenues of future research in this area.

In the past two decades there has been intense interest in tritrophic interactions between plants, herbivores, and natural enemies, driven by the need both to integrate host plant resistance and biological control in the management of arthropod pests and to understand the relative importance of direct and indirect interactions in ecological communities. Many examples document the direct effects of physical, chemical, and nutritional qualities of plants on the attack rate, survival and reproduction of natural enemies. In addition, it is well known that in some cases these same plant qualities have indirect effects on natural enemies by influencing the distribution, abundance, and vulnerability of herbivores. Even so, there is a need to specify conditions where multitrophic interactions are important and to determine the habitat characteristics that...
influence the relative importance of top-down effects (control by predato-
ers) and bottom-up effects (control by resources). This latter problem
remains an important part of community ecology and is answerable only
when we utilize multitrophic level thinking.

This book provides an overview and current perspectives on the field
of multitrophic interactions. The book comprises ten chapters, the topics
of which have been selected by the editors to include what we feel repre-
sent the most important aspects of multitrophic interactions. We have
selected several standard topics that should be included in a book with
this theme, but we have also selected newly emerging topics that should
receive greater attention in the coming years. Consequently, the book
will very much focus on the future rather than on the history of the field,
and the authors provide critical reviews of the areas encompassed by
their chapters, as well as an assessment of the most important areas for
further research. Hence, this edited volume, without being overly long,
provides an update of the field and serves as a guide for future research. It
will become obvious that we restrict coverage to terrestrial systems. This
represents a conscious choice to keep the book focused and relatively
short.

The concept of multitrophic interactions implies that evolved plant
traits enhance the success of natural enemies as mortality agents of herbi-
vores. Hare (chapter 2) focuses on the question of whether or not enemy
impact exerts sufficiently strong selection pressure to modify plant traits.
He develops a useful criteria set to test when natural enemies represent
significant agents of natural selection for plants. After a short overview on
the diverse ways in which morphological and chemical plant characteris-
tics may affect the parasitoids and predators of herbivores, Hare sum-
marizes the literature on the compatibility of plant resistance and
biological control. Development of transgenic crop plants as well as con-
ventional plant breeding may be used to manipulate and exploit plant
traits for improved biological control. Due to the wide range of variation
in herbivore–enemy interactions, predictability is low and may be practi-
cal only on a case-by-case basis. Hare proposes four critical areas for future
research: the need to measure tritrophic effects on plant fitness, the iden-
tification of the mechanisms involved, whether results from applied
systems can be generalized to natural systems, and a call for the study of
natural tritrophic systems in a true coevolutionary context.

Bronstein and Barbosa (chapter 3) emphasize that mutualisms may
be multitrophic/multispecies in nature and that this complexity has
received little attention in the past. They provide a variety of examples of mutualisms with a third species involved, either of the same or another trophic level. In many cases, mutualism depends on the impact of natural enemies or competitors. Ant–lycaenid caterpillar mutualisms may be only important in case of high rates of parasitism and predation. Mycorrhizae–plant mutualisms may depend on the impact of competing plants and promote species coexistence in terrestrial vegetation. A review of the evidence of third-species mediation of mutualism or ”apparent” mutualism is the basis of a proposed set of working hypotheses. They hypothesize that the conditional nature of many mutualisms may depend on the behavior of a third species and discuss both the ecological and evolutionary implications.

Although the latitudinal gradient in species diversity is the oldest known pattern in ecology, many of the major hypotheses attempting to explain differences between tropical and temperate communities remain untested. Dyer and Coley (chapter 4) address the assumptions underlying, for example, the hypothesis that species are more specialized and the impact of predation is greater in the tropics, with special emphasis on the relative importance of bottom-up versus top-down forces across the latitudinal gradient. They review the evidence suggesting that, in the tropics, plants are better defended and herbivory as well as natural enemy impacts are higher. They further present a meta-analysis testing whether herbivores have adapted to selection pressures from bottom-up and top-down forces. Dyer and Coley found enhanced levels of plant defenses (mechanical, biotic, and chemical effects), but not a more negative effect on tropical herbivores, presumably due to better adaptations to plant defences. In contrast, top-down effects of predators on herbivores and herbivores on plants were significantly stronger in the tropics. Clearly, more empirical studies are needed to test latitudinal differences in top-down cascades on plant communities and bottom-up cascades on consumer communities, to reduce the still great number of speculative points in the discussion on tropical–temperate differences.

The sheer number of endophytic fungi and insect taxa associated with plants implies that plant–fungi–insect interactions are much more common and important than the relatively few studies conducted to date suggest. Plant pathogens may change host resistance to herbivores and herbivore–enemy interactions in diverse ways. Faeth and Bultman (chapter 5) focus on changes in host plant resistance in response to an
infection with endophytic fungi, with special emphasis on grass endophytes. Evidence is accumulating that the mycotoxins of grass endophytes not only negatively affect herbivores, but consistently also affect insect parasitoids. Since contents of alkaloid mycotoxins tend to be lower in native than agronomic grasses, negative effects on herbivores and their parasitoids should also be lower in native systems. Whether the increased host grass resistance is counterbalanced by decreased natural enemy impact remains untested in these little-studied natural systems. Given that endophytic infections in woody plants are probably neutral or have, at best, weak and indirect impacts on herbivores, Faeth and Bultmann predict even weaker effects of endophytes on the third trophic level.

Van Nouhuys and Hanski (chapter 6) argue that an organism’s spatial distribution may be considered to be a further attribute that potentially affects its trophic interactions. The addition of landscape structure and of spatial population dynamics to the analysis of multitrophic level interactions is becoming increasingly important in fragmented natural landscapes. The inclusion of space may show how local trophic interactions affect regional dynamics and how large-scale population dynamics, such as extinction–colonization dynamics in metapopulations, affect local interactions. Van Nouhuys and Hanski review the theory of metapopulation dynamics extended to several interacting species and trophic levels. They then discuss empirical findings from the literature. A basic conclusion from metapopulation models is that specialist food chains are constrained in fragmented landscapes, and the degrees of specialization and dispersal rates are essential for understanding the resulting patterns. Empirical findings from intensively studied plant–butterfly–parasitoid–hyperparasitoid interactions confirmed the theoretical predictions that poorly dispersing parasitoids and hyperparasitoids were absent from a small-patch network. The truncation of food chains as a consequence of habitat fragmentation is probably a common occurrence, although empirical evidence is currently limited.

Turlings, Gouinguené, Degen, and Fritzsche-Hoballah (chapter 7) review chemically mediated tritrophic level interactions. They emphasize three aspects relevant to the evolution of herbivore-induced plant signals, the factors inducing the emission of these signals, the specificity and reliability of the signals for natural enemies, and the benefits that plants may derive from attracting enemies. The importance of herbivore-induced plant volatiles in the location of hosts and prey by parasitoids and predators was not demonstrated until the 1980s, and these fascinating interactions turned out to vary greatly depending on the species involved.
Signals are very specific in only some cases, and the mechanisms that allow for this specificity within the constraints of genotypic plant variation remain to be shown. The direct benefits of plants derived from the impact of natural enemies appear to be equally variable. From the applied point of view, manipulation of traits of crop plants to enhance pest control is a major challenge. Future research can be expected to show whether genetic modifications of volatile emissions in conventionally bred and transgenic plants may have the potential to largely attract beneficial insects and to reduce pest damage.

Plant architecture defines the physical environment in which most herbivores and their natural enemies move, but only rarely has the geometry of the environment been incorporated in predictions of the outcome of prey–predator and host–parasitoid interactions. Casas and Djemai (chapter 8) review the available information on the role of plant geometry for the distribution of herbivores and the intrinsic movement rules of predators and parasitoids. Decision rules of parasitoids, such as giving-up times, may be influenced by the structural complexity of the environment, including the surface area within which predators have to forage, as well as the structural heterogeneity and connectivity of plant parts. The authors describe the latest developments in the modeling of plant canopies in relation to random walking. Simple random walks in homogeneous environments, and the approximating diffusion equations, appear to be poor guides for understanding search strategies of predators and successful prey location in plant canopies. They are best replaced by a concept of random walks in randomly or deterministically determined, geometrically structured environments. In the future, an integration of modeling of canopy architecture with carefully designed field experiments encompassing detailed observations of prey and predator movements will lead to significant progress in this newly developing field.

Indirect interactions between spatially separated organisms are common, due to changes in plant growth or other mediating mechanisms. Even more complex interactions occur between below- and above-ground organisms, which belong to traditionally separated research areas, but which affect each other in manifold ways. Differential effects on plant life-history groups modify competition between species and drive ecological successions of plants and plant–insect interactions, as shown by Brown and Gange (chapter 9). The authors focus on plant–mycorrhizal fungal–herbivore interactions in grasslands and present a simple model of community structure. For example, the exclusion of foliar-feeding, but
not the root-feeding insects leads to a high grass–forb ratio, and this effect is particularly strong when mycorrhizal fungi are absent. There are very many species involved in the below- and above-ground food-web, and analyses of the possible combinations of species in both laboratory experiments and field studies are a challenge for the future. Plant succession is not solely a domain of plant ecologists. There are still many gaps in our understanding of how succession in plant communities is influenced by pathogens, mycorrhizae, nematodes, decomposers, vertebrates, and their interactions.

Concepts in food-web ecology largely rely on aquatic systems and above-ground terrestrial systems, while the trophic interactions in the soil have received little attention. Reinforcing the potential importance of below-ground components of food-webs discussed by Brown and Gange, Scheu and Setälä (chapter 10) stress that soil ecosystems form the basis of virtually all terrestrial life, and an appreciation of their many unique features may significantly change the way we perceive nature. Large soil invertebrates, in particular earthworms, function as ecosystem engineers and affect other soil organisms via habitat modifications. Due to the dense species packing, the prevalence of generalist feeders and the ubiquity of omnivory, soil communities are exceptionally complex. Trophic cascades are presumably of limited importance, but top-down control appears to be widespread. For example, fungivores, nematodes, and detritivores are under certain conditions controlled by predators, and the interactions between the bacterivorous microfauna (mainly Protozoa and Nematoda) and bacteria regulate the nutrient acquisition by plants. The many unresolved questions include how mineralization of nutrients by decomposer activity influences above-ground plant growth and the associated food-web, and how plant foliar–herbivore interactions modify soil communities.

In conclusion, the focus in ecology is changing from the traditional study of simple systems and interactions to approaches that consider the spatio-temporal variability of direct and indirect interactions among multiple trophic levels. This turning-point in ecology includes the realization that plants directly influence the behavior of their herbivores’ natural enemies (chapters 1, 7, and 8), that ecological interactions between two species are often indirectly mediated by a third species (chapters 3 and 5), that landscape structure directly affects local tritrophic interactions and community structure (chapter 6), and that below-ground food-webs are extremely complex and vital to above-ground organisms.
(chapters 9 and 10). No one book can cover all the complexity found in nature. However, it is our hope that this volume will facilitate further development of the study of a range of ecological phenomena and patterns encompassed within the concept of “multitrophic level interactions.” Integrating carefully designed field studies and mathematical models will be a necessary precondition for further development in this field. We have only recently started on a most exciting path to find out the main mechanisms and driving forces of ecosystems typically determined by multitrophic level interactions.
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Plant genetic variation in tritrophic interactions

Introduction

The host plants of herbivores are not neutral substrates upon which interesting herbivores–natural enemies occur. Both the dynamics as well as the outcome of particular herbivore–natural enemy interactions may vary with the herbivore’s host plant species, or genotype within species, and understanding such variation is central to the study of tritrophic interactions. The theory of tritrophic interactions implies that plant characteristics that enhance the success of the natural enemies have evolved; plants with traits that encourage the success of natural enemies should have a selective advantage over plants that do not, thus the trait should spread through the plant population (Price et al., 1980; Fritz, 1992, 1995; Hare, 1992). The primary genetic question underlying this chapter is whether the impact of natural enemies on herbivores is sufficiently strong and systematic to cause changes in gene frequencies in plant traits affecting the impact of natural enemies on those herbivores.

In this chapter, I will provide a brief review of several studies showing how genetic variation in plants may affect the outcomes of herbivore–natural enemy interactions. Most of these studies originated from applied studies in biological control. The strengths and weaknesses of those data in developing a general expectation of tritrophic interactions will be evaluated. I will conclude with a list of specific research objectives that may facilitate the development of a more predictive theory of tritrophic interactions.

The main goal in research on tritrophic interactions in applied systems is to determine whether biological control can be combined with host plant resistance in developing a more highly integrated pest
management program. Studies on the interaction between genetically determined host plant resistance and biological control agents are useful for the development of theories of tritrophic interactions because they clearly demonstrate the potential for natural enemies to vary in effectiveness on different plant genotypes. What must not be forgotten, however, is that genetically based variation in any plant trait that affects biological control agents is most likely fortuitous; plant breeders have not, as yet, explicitly incorporated such traits into plant breeding programs. Applied systems therefore are primarily valuable in showing how pre-existing host plant variation may affect herbivore–natural enemy interactions. Such systems are less useful to determine if natural enemies might impose natural selection on plants for traits that enhance the success of those natural enemies.

Overview of effects

The growth of studies showing effects of plant traits on herbivore–natural enemy interactions has grown considerably since the reviews by Bergman and Tingey (1979) and Price et al. (1980). It is impossible to provide an exhaustive review of those studies here, but several recent reviews appear elsewhere (e.g., Vet and Dicke, 1992; Tumlinson et al., 1992; Marquis and Whelan, 1996; Bottrell et al., 1998; Turlings and Benrey, 1998; Cortesaro et al., 2000).

Bottrell et al. (1998), for example, provide a table that lists 74 selected references on how various plant traits may directly or indirectly affect arthropod parasitoids and predators. Some of the morphological features include plant size, aspects of shape of whole plants and plant parts, aspects of color, phenological differences, and surface characteristics such as pubescence. Semiochemical features acting directly on natural enemies include the production of various attractants, repellents, mimics, sticky substances, and plant toxins. Plant population traits affecting natural enemies directly include variation in plant density, host patch size, and vegetation diversity. In addition to these direct effects, Bottrell et al. (1998) also list several indirect plant effects, including the release of semiochemicals following plant attack by herbivores, the sequestration of plant toxins by herbivores, the effect of nutritional and resistance factors affecting herbivore quality for utilization by natural enemies, and the effect of microbial symbionts on herbivore–natural enemy interactions.
Similarly, Cortesaro et al. (2000) provide another table listing 148 citations to many plant traits similar to the above but also including how plants may provide food and shelter for natural enemies. The fact that these two tables contain only 15 citations in common speaks to the volume of research on the various ways in which plant characteristics may affect the natural enemies of herbivores.

Some general effects of plants on herbivore–natural enemy interactions include the following. Plant morphological features may either enhance or reduce natural enemy activity. Among the more beneficial traits are “domatia,” which are small structures that provide food, shelter, or a hospitable environment for natural enemies (Agrawal and Karban, 1997). Other domatia may house ants that may protect the plants from herbivores (Beattie, 1985). In general, plant pubescence (i.e., plant trichomes) interferes with the movement of natural enemies, and this often reduces their effectiveness (Kauffman and Kennedy, 1989). In some cases, however, the presence of plant trichomes reduces the walking speed of parasitoids, thereby causing them to search more thoroughly (van Lenteren and de Ponti, 1991). The presence of wax on leaves can reduce the efficiency of searching by natural enemies because the leaves are too slippery for the insects to grip (see Eigenbrode and Espelie, 1995 for a review). Increasing complexity of leaf shape also interferes with the foraging efficiency of some predators (Kareiva and Sahakian, 1990) and parasitoids (Andow and Prokrym, 1990).

Plant chemical compounds can have diverse effects on natural enemies. Volatile semiochemicals often serve as attractants, not only for herbivorous insects, but also for their natural enemies. Some of these compounds may be constitutive plant products that are produced whether plants are damaged or not. Others may be released after mechanical damage from diverse agents, and still others may be released only after feeding by particular herbivore species (reviewed by Tumlinson et al., 1992; Vet and Dicke 1992; Turlings et al., 1995; Turlings and Benrey, 1998). Plant allelochemicals that are taken up by herbivores often may be deleterious to natural enemies, either through active sequestration of toxins to which the herbivore is well adapted, or indirectly by causing reductions in feeding that lead to reductions in the size or quality of herbivores as hosts for natural enemies. Alternatively, plant toxins can also be advantageous to the natural enemies and indirectly to the plant if the toxins weaken the defenses or prolong the vulnerability of the herbivores (reviewed by Turlings and Benrey, 1998).
Host plant resistance and biological control

Historically, pest managers assumed that host plant resistance and biological control were compatible and largely independent pest management strategies (Adkisson and Dyck, 1980; Kogan, 1982). An early theoretical approach reflecting this view was derived from deterministic mathematical models of host–parasitoid population dynamics. Those models show that effective control by natural enemies would be enhanced if the rate of increase of the host population were reduced (van Emden, 1966; Beddington et al., 1978; Hassell, 1978; Lawton and McNeil 1979; Hassell and Anderson 1984). Such a prediction assumes that the host plant affects only the growth rate of the prey population and not the attractiveness or quality of prey individuals for discovery and utilization by natural enemies. One can argue that the development of tritrophic interactions as a separate field of inquiry grew from tests of this basic assumption. By now, it is well known that prey on different host plants are often not of uniform quality (reviewed by Bergman and Tingey, 1979; Price et al., 1980; Boethel and Eikenbary, 1986; Duffey and Bloem, 1986; Price, 1986; Vinson and Barbosa, 1987; Barbosa and Letourneau, 1988; Fritz, 1992; Hare, 1992; Vet and Dicke, 1992; Turlings and Benrey, 1998).

In order to better understand the consequences of host plant variation on population dynamics of herbivore and natural enemies, I previously developed five models of responses based upon the statistical form of the interaction between host plant resistance and biological control on equilibrium pest density (Hare, 1992). Since then, these models have been useful in resolving some of the confusion in the use of the term “compatibility” between host plant resistance and biological control. Four of these models are reviewed below.

A purely additive relationship between host plant resistance and biological control exists when the incremental numerical reduction in equilibrium herbivore density caused by natural enemies is independent of that caused by host plant resistance, and uniform at all levels of host plant resistance. Therefore, the expected equilibrium pest density due to host plant resistance and natural enemies can be predicted simply from the combined effects of both acting independently. An additive relationship is the “null” hypothesis and precludes any biological or statistical interactions.

In a simple synergistic model, the incremental reduction in equilibrium herbivore density caused by natural enemies is relatively greater at
high host plant resistance levels than at low. This form of interaction is obviously compatible in a pest management program and the ideal model to be sought.

An antagonistic model specifies that the reduction in equilibrium herbivore density due to host plant resistance and natural enemies is less than would be calculated if the interaction were additive. Mildly antagonistic interactions also may be “compatible” interactions in pest management because the reduction in equilibrium pest densities due to both host plant resistance and biological control is still greater than that expected from either tactic alone.

When the antagonism is more severe, then host plant resistance replaces mortality once caused by natural enemies in reducing equilibrium herbivore density. This was termed a disruptive interaction (Hare, 1992). Such an interaction would be expected when natural enemies are more susceptible than herbivores to plant resistance mechanisms (e.g., Campbell and Duffey, 1979; Obyrcki and Tauber, 1984; Farrar et al., 1994). This form of interaction would be incompatible from low to intermediate host plant resistance levels, and there would be essentially no interaction at high host plant resistance levels due to the high mortality suffered by natural enemies.

An important point to recognize is that all models except the disruptive model show qualitative compatibility between host plant resistance and biological control. The only difference between the additive, synergistic, or mildly antagonistic models is whether the magnitude of pest population reduction differs from that predicted assuming host plant resistance and biological control imposed independent sources of mortality.

A summary of 61 studies exploring the potential interaction between resistant crop varieties and natural enemies in a number of crops is shown in Table 2.1. With regard to parasitoids, antagonistic interactions were found in eight of 30 unambiguous cases (27%), while a synergistic relationship was found in only three (10%). Additive interactions were found in 16 of the cases (53%), and three clearly disruptive cases also were found (10%). A similar summary was developed about ten years ago from a smaller number of studies (Hare, 1992). In that summary, antagonistic interactions were slightly more frequent than additive interactions, while synergistic interactions were rare and no disruptive interactions were identified. Much of the more recent literature tends to show a higher frequency of additive interactions since the earlier review.
<table>
<thead>
<tr>
<th>Pest</th>
<th>Natural enemy</th>
<th>Resistant plant</th>
<th>Mode of resistance</th>
<th>Effect on natural enemy</th>
<th>Comments</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Parasitoids</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pseudoplusia includens</td>
<td>Copidosoma truncatellum</td>
<td>Soybean (Glycine max)</td>
<td>Reduced survival and growth</td>
<td>Antagonistic</td>
<td>Increased parasitoid development time</td>
<td>Orr &amp; Boethel, 1985</td>
</tr>
<tr>
<td>Pseudoplusia includens</td>
<td>Microplitis demolitor</td>
<td>Soybean</td>
<td>Lengthened development time, reduced weight</td>
<td>Antagonistic</td>
<td>Reduced parasitoid survival, reduced number of available prey</td>
<td>Yanes &amp; Boethel, 1983</td>
</tr>
<tr>
<td>Pseudoplusia includens</td>
<td>Voria ruralis</td>
<td>Soybean</td>
<td>Reduced survival</td>
<td>Synergistic/antagonistic, varied with resistance level</td>
<td>Reduced parasitoid puparia per host, reduced pupal weight, increased host death prior to parasitoid emergence</td>
<td>Grant &amp; Shepard, 1985</td>
</tr>
<tr>
<td>Epilachna varivestis</td>
<td>Pediobius foveolatus</td>
<td>Soybean</td>
<td>Lengthened development time, reduced survival, reduced egg production</td>
<td>Antagonistic</td>
<td>Possibly a net compatibility of biological control with host plant resistance</td>
<td>Kauffman &amp; Flanders, 1985</td>
</tr>
<tr>
<td>Epilachna varivestis</td>
<td>Pediobius foveolatus</td>
<td>Soybean</td>
<td>Reduced survival, growth and weight</td>
<td>Additive/antagonistic</td>
<td>Male-biased sex ratio on one cultivar, no effects on others</td>
<td>Dover et al., 1987</td>
</tr>
<tr>
<td>Heliothis virescens, Helicoverpa zea</td>
<td>Microplitis croceipes</td>
<td>Soybean</td>
<td>Antibiosis, reduced growth</td>
<td>Synergistic/antagonistic, varied with resistance level</td>
<td>Increased development time, reduced parasitoid adult weight</td>
<td>Powell &amp; Lambert, 1984</td>
</tr>
<tr>
<td>Pest</td>
<td>Natural enemy</td>
<td>Resistant plant</td>
<td>Mode of resistance</td>
<td>Effect on natural enemy</td>
<td>Comments</td>
<td>Reference</td>
</tr>
<tr>
<td>--------------------------</td>
<td>-------------------------</td>
<td>-----------------</td>
<td>--------------------</td>
<td>-------------------------</td>
<td>---------------------------------------------------------------------------</td>
<td>--------------------------------</td>
</tr>
<tr>
<td>Nezara viridula</td>
<td>Telenomus chloropus</td>
<td>Soybean</td>
<td>Mild antibiosis and antixenosis</td>
<td>Antagonistic</td>
<td>Reduced survival, reduced total fecundity of egg parasitoid</td>
<td>Orr et al., 1985</td>
</tr>
<tr>
<td>Four Lepidoptera species</td>
<td>Cotesia marginiventris, and others</td>
<td>Soybean</td>
<td>Reduced survival, reduced growth, lengthened development time</td>
<td>Additive</td>
<td>No differences in parasitism levels across cultivars</td>
<td>McCutcheon &amp; Turnipseed, 1981</td>
</tr>
<tr>
<td>Spodoptera frugiperda</td>
<td>Campoletis sonorenisis</td>
<td>Maize (Zea mays)</td>
<td>Reduced growth</td>
<td>Antagonistic</td>
<td>Increased parasitoid development time</td>
<td>Isenhour &amp; Wiseman, 1989</td>
</tr>
<tr>
<td>Spodoptera frugiperda</td>
<td>Campoletis sp.</td>
<td>Maize</td>
<td>Antixenosis</td>
<td>Synergistic</td>
<td>Increased parasitization rate</td>
<td>Pair et al., 1986</td>
</tr>
<tr>
<td>Schizaphis graminum</td>
<td>Lysiphlebus testaceipes</td>
<td>Barley (Hordeum vulgare, sorghum (Sorghum bicolor)</td>
<td>Reduced population growth, reduced size</td>
<td>Antagonistic</td>
<td>Fewer and smaller mummies, but not disruptive</td>
<td>Starks et al., 1972</td>
</tr>
<tr>
<td>Diuraphis noxia</td>
<td>Aphelinus albipodus, A. asychis</td>
<td>Barley</td>
<td>Tolerance, antibiosis</td>
<td>Additive</td>
<td>Approximately equal parasitization rates in resistant and susceptible cultivars</td>
<td>Brewer et al., 1998, 1999</td>
</tr>
<tr>
<td>Schizaphis graminum</td>
<td>Lysiphlebus testaceipes</td>
<td>Oat (Avena sativa)</td>
<td>Reduced population growth</td>
<td>Additive</td>
<td>No effect on parasitoid survival, sex ratio, or development time</td>
<td>Salto et al., 1983</td>
</tr>
<tr>
<td>Aphid Species</td>
<td>Parasitoid/Parasitization</td>
<td>Host Plant</td>
<td>Interaction Type</td>
<td>Description</td>
<td></td>
<td></td>
</tr>
<tr>
<td>--------------------</td>
<td>----------------------------------</td>
<td>---------------------------</td>
<td>------------------</td>
<td>------------------------------------------------------------------------------------------------</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diuraphis noxia</td>
<td>Diacretiella rapae</td>
<td>Wheat (Triticum aestivum)</td>
<td>Tolerance</td>
<td>Additive</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Similar levels of aphid suppression on resistant and susceptible varieties</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Reed et al., 1991</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diuraphis noxia</td>
<td>Diaeretiella rapae</td>
<td>Wheat</td>
<td>Antibiosis, antixenosis</td>
<td>Additive</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Survival, sex ratio, adult longevity, and wasp size were not affected by host plant resistance</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Farid et al., 1998</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Oulema melanopus</td>
<td>Anaphes flavipes</td>
<td>Wheat</td>
<td>Antibiosis, antixenosis</td>
<td>Additive</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Pubescent wheat had no effect on larval parasitoids</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Lampert et al., 1983</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Oulema melanopus</td>
<td>Tetrastichus julis,</td>
<td>Wheat</td>
<td>Antibiosis, antixenosis</td>
<td>Additive</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Diaparsis termoralis,</td>
<td></td>
<td></td>
<td>Pubescent wheat had no effect on larval parasitoids</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Lemophagus curtus</td>
<td></td>
<td></td>
<td>Casagrande &amp; Haynes, 1976</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diuraphis noxia</td>
<td>Diaeretiella rapae</td>
<td>Triticale (Triticosecale)</td>
<td>Antibiosis</td>
<td>Antagonistic</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Reduced parasitoid size and growth rate</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Reed et al., 1991</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Aphis gossypii</td>
<td>Lysiphlebus testaceipes,</td>
<td>Cantaloupe (Cucumis melo)</td>
<td>Antibiosis and/or antixenosis</td>
<td>Additive</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>and others</td>
<td></td>
<td></td>
<td>Parasitization level independent of aphid density across cultivars</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Kennedy et al., 1975</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Acyrthosiphon pisum</td>
<td>Various parasitoids and</td>
<td>Various parasitoids and</td>
<td>Reduced population growth</td>
<td>Additive</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>predators</td>
<td>predators</td>
<td></td>
<td>No variation in parasitism rates or predator numbers</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Pimentel &amp; Wheeler, 1973</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Myzus persicae</td>
<td>Aphidius matricariae</td>
<td>Chrysanthemum (Chrysanthemum sp.)</td>
<td>Reduced population growth</td>
<td>Additive</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>No effect of density on searching behavior or apparent effect on parasitoid population growth</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Wyatt, 1970</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pest</td>
<td>Natural enemy</td>
<td>Resistant plant</td>
<td>Mode of resistance</td>
<td>Effect on natural enemy</td>
<td>Comments</td>
<td>Reference</td>
</tr>
<tr>
<td>------------------------------</td>
<td>--------------------------------</td>
<td>-----------------------</td>
<td>--------------------</td>
<td>-------------------------</td>
<td>-----------------------------------------------</td>
<td>--------------------------------</td>
</tr>
<tr>
<td><strong>Parasitoids (cont.)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><em>Bruchus pisorum</em></td>
<td><em>Eupteromalus leguminis</em></td>
<td>Pea (<em>Pisum sativum</em>)</td>
<td>Antixenosis</td>
<td>Synergistic</td>
<td>Increased parasitization</td>
<td>Annis &amp; O’Keefe, 1987</td>
</tr>
<tr>
<td><em>Helicoverpa zea</em></td>
<td><em>Archytas marmoratus</em></td>
<td>Tomato (<em>Lycopersicon hirsutum f. glabratum</em>)</td>
<td>Antibiosis</td>
<td>Disruptive</td>
<td>Plant toxic to tachinid larva</td>
<td>Farrar &amp; Kennedy, 1993</td>
</tr>
<tr>
<td><em>Helicoverpa zea</em></td>
<td><em>Eucelatoria bryani</em></td>
<td>Tomato</td>
<td>Antibiosis</td>
<td>Additive</td>
<td>No effect on tachinid parasitoid</td>
<td>Farrar &amp; Kennedy, 1993</td>
</tr>
<tr>
<td><em>Helicoverpa zea, Heliothis virescens</em></td>
<td><em>Trichogramma sp.</em></td>
<td>Tomato</td>
<td>Antibiosis</td>
<td>Disruptive</td>
<td>Parasitoid inhibited more by glandular trichomes than host</td>
<td>Farrar et al., 1994</td>
</tr>
<tr>
<td><em>Manduca spp.</em></td>
<td><em>Telenomus sphingis</em></td>
<td>Tomato</td>
<td>Antibiosis</td>
<td>Disruptive</td>
<td>Parasitoid inhibited more by glandular trichomes than host</td>
<td>Farrar et al., 1994</td>
</tr>
<tr>
<td><em>Helicoverpa zea</em></td>
<td><em>Campoletis sonorensis</em></td>
<td>Tomato</td>
<td>Antibiosis</td>
<td>Antagonistic</td>
<td>Parasitoid inhibited somewhat more by glandular trichomes than host</td>
<td>Farrar et al., 1994</td>
</tr>
<tr>
<td><em>Helicoverpa zea, Heliothis virescens</em></td>
<td><em>Cotesia marginiventris</em></td>
<td>Tomato</td>
<td>Antibiosis</td>
<td>Additive</td>
<td>Parasitoid not strongly affected by host plant resistance</td>
<td>Farrar et al., 1994</td>
</tr>
<tr>
<td><em>Heliothis virescens</em></td>
<td><em>Cardiochiles nigriceps</em></td>
<td>Tomato</td>
<td>Antibiosis</td>
<td>Additive</td>
<td>Parasitoid not affected by host plant resistance</td>
<td>Farrar et al., 1994</td>
</tr>
<tr>
<td>Insect/Pathogen</td>
<td>Parasitoid/Associated Insects</td>
<td>Plant</td>
<td>Phenomenon</td>
<td>Relationship</td>
<td>Notes</td>
<td></td>
</tr>
<tr>
<td>-----------------</td>
<td>--------------------------------</td>
<td>-------</td>
<td>------------</td>
<td>--------------</td>
<td>-------</td>
<td></td>
</tr>
<tr>
<td><em>Aphis gossypii</em></td>
<td><em>Lysiphlebus testaceipes</em></td>
<td>Cotton (<em>Gossypium hirsutum</em>)</td>
<td>Reduced population growth on smooth-leaved cultivars</td>
<td>Additive</td>
<td>No effect of pubescence on parasitization rates</td>
<td>Weathersbee &amp; Hardee, 1994</td>
</tr>
<tr>
<td><em>Helicoverpa zea</em></td>
<td><em>Trichogramma pretiosum</em></td>
<td>Cotton</td>
<td>Antixenosis</td>
<td>Synergistic</td>
<td>Glabrous plants are non-preferred by the host and host eggs suffer greater parasitization</td>
<td>Treacy et al., 1985</td>
</tr>
<tr>
<td><em>Heliothis virescens</em></td>
<td><em>Campoletis sonorensis</em></td>
<td>Cotton</td>
<td>Antibiosis, antixenosis</td>
<td>Additive</td>
<td>Similar degree of parasitization on resistant and susceptible cultivars</td>
<td>Lindgren et al., 1978</td>
</tr>
<tr>
<td><em>Planococcus citri</em></td>
<td><em>Leptomastix dactylopii</em></td>
<td>Coleus (<em>Coleus blumei</em>)</td>
<td>Antibiosis</td>
<td>Synergistic / antagonistic, depends on resistance level</td>
<td>Parasitoid cannot completely compensate for plant-mediated variation in host population growth</td>
<td>Yang &amp; Sadof, 1997</td>
</tr>
</tbody>
</table>

**Predators**

<table>
<thead>
<tr>
<th>Predator</th>
<th>Parasitoid</th>
<th>Plant</th>
<th>Phenomenon</th>
<th>Relationship</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td><em>Nephotettix virescens</em></td>
<td><em>Lycosa pseudoannulata</em></td>
<td>Rice (<em>Oryza sativa</em>)</td>
<td>Reduced oviposition and survival</td>
<td>Additive</td>
<td>Predatory spider</td>
</tr>
<tr>
<td><em>Nephotettix virescens</em></td>
<td><em>Cyrtorhinus lividipennis</em></td>
<td>Rice</td>
<td>Reduced oviposition and survival</td>
<td>Additive</td>
<td>Predatory bug</td>
</tr>
<tr>
<td><em>Sogatella furcifera</em></td>
<td><em>Lycosa pseudoannulata</em></td>
<td>Rice</td>
<td>Reduced survival</td>
<td>Additive</td>
<td>All predators cause c. 30% additional mortality on all varieties</td>
</tr>
</tbody>
</table>
Table 2.1. (cont.)

<table>
<thead>
<tr>
<th>Pest</th>
<th>Natural enemy</th>
<th>Resistant plant</th>
<th>Mode of resistance</th>
<th>Effect on natural enemy</th>
<th>Comments</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Predators (cont.)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><em>Sogatella furcifera</em></td>
<td><em>Cyrtorhinus lividipennis</em></td>
<td>Rice</td>
<td>Reduced survival</td>
<td>Additive</td>
<td>All predators cause c. 30% additional mortality on all varieties</td>
<td>Salim &amp; Heinrichs, 1986</td>
</tr>
<tr>
<td></td>
<td><em>Harmonia octomaculata</em></td>
<td>Rice</td>
<td>Reduced survival</td>
<td>Additive</td>
<td>All predators cause c. 30% additional mortality on all varieties</td>
<td>Salim &amp; Heinrichs, 1986</td>
</tr>
<tr>
<td></td>
<td><em>Paederus fucipes</em></td>
<td>Rice</td>
<td>Reduced survival</td>
<td>Additive</td>
<td>All predators cause c. 30% additional mortality on all varieties</td>
<td>Salim &amp; Heinrichs, 1986</td>
</tr>
<tr>
<td><em>Nilaparvata lugens</em></td>
<td><em>Lycosa pseudoannulata, and others</em></td>
<td>Rice</td>
<td>Mild antixenosis, reduced survival</td>
<td>Synergistic</td>
<td>Increased predation rate due to increased prey movement</td>
<td>Kartohardjono &amp; Heinrichs, 1984</td>
</tr>
<tr>
<td><em>Anticarsia gemmatalis</em></td>
<td><em>Geocoris punctipes</em></td>
<td>Soybean</td>
<td>Reduced growth rate</td>
<td>Antagonistic</td>
<td>Reduced growth rate and survival</td>
<td>Rogers &amp; Sullivan, 1986</td>
</tr>
<tr>
<td><em>Pseudoplusia includens</em></td>
<td><em>Geocoris punctipes</em></td>
<td>Soybean</td>
<td>Reduced growth rate</td>
<td>Antagonistic</td>
<td>Reduced growth rate</td>
<td>Rogers &amp; Sullivan, 1986</td>
</tr>
<tr>
<td></td>
<td><em>Podisius maculiventris</em></td>
<td>Soybean</td>
<td>Lengthened development time, reduced growth</td>
<td>Antagonistic</td>
<td>Similar effects on predator as on host</td>
<td>Orr &amp; Boethel, 1986</td>
</tr>
<tr>
<td><em>Tetranychus urticae</em></td>
<td><em>Phytoseiulus persimilis</em></td>
<td>Soybean</td>
<td>Antibiosis, antixenosis</td>
<td>Additive</td>
<td>No interaction between host plant resistance and predation rate</td>
<td>Wheatley &amp; Boethel, 1992</td>
</tr>
<tr>
<td>Insect/Plant/Pathogen</td>
<td>Predator</td>
<td>Host</td>
<td>Interaction</td>
<td>Effect</td>
<td>Reference</td>
<td></td>
</tr>
<tr>
<td>-----------------------</td>
<td>----------</td>
<td>------</td>
<td>-------------</td>
<td>--------</td>
<td>-----------</td>
<td></td>
</tr>
<tr>
<td>Spodoptera frugiperda</td>
<td>Orius insidiosus</td>
<td>Maize</td>
<td>Antibiosis, antixenosis</td>
<td>Synergistic</td>
<td>Increased predation</td>
<td>Isenhour et al., 1989</td>
</tr>
<tr>
<td>Helicoverpa zea</td>
<td>Orius insidiosus</td>
<td>Maize</td>
<td>Reduced growth</td>
<td>Synergistic</td>
<td>Increased predation</td>
<td>Isenhour et al., 1989</td>
</tr>
<tr>
<td>Helicoverpa zea</td>
<td>Chrysopa rufilabris</td>
<td>Cotton</td>
<td>Antixenosis</td>
<td>Synergistic</td>
<td>Glabrous plants are non-preferred by the host, and host eggs suffer greater predation by young predator larvae</td>
<td>Treacy et al., 1985</td>
</tr>
<tr>
<td>Tetanychus spp.</td>
<td>Three predators</td>
<td>Cotton</td>
<td>Antibiosis, antixenosis</td>
<td>Additive</td>
<td>Similar suppression of mites on resistant and susceptible cultivars</td>
<td>Trichilo &amp; Leigh, 1986</td>
</tr>
<tr>
<td>Acyrthosiphon pisum</td>
<td>Hippodamia convergens</td>
<td>Alfalfa</td>
<td>Reduced aphid reproduction</td>
<td>Additive</td>
<td>Aphid consumption and beetle larval development did not differ between cultivars</td>
<td>Karner &amp; Manglitz, 1985</td>
</tr>
<tr>
<td>Bemisia argentifolii</td>
<td>Delphastus pusillus</td>
<td>Tomato</td>
<td>Antibiosis</td>
<td>Additive</td>
<td>Plant trichomes inhibited whiteflies but did not affect predation rates by the beetle</td>
<td>Heinz &amp; Zalom, 1996</td>
</tr>
<tr>
<td><strong>Pathogens</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Spodoptera exigua</td>
<td>Bacillus thuringiensis (Apium graveolens)</td>
<td>Celery</td>
<td>Antibiosis, reduced growth rate</td>
<td>Additive</td>
<td>No interaction between host plant resistance and Bt on larval mortality</td>
<td>Meade &amp; Hare, 1995</td>
</tr>
<tr>
<td>Pest</td>
<td>Natural enemy</td>
<td>Resistant plant</td>
<td>Mode of resistance</td>
<td>Effect on natural enemy</td>
<td>Comments</td>
<td>Reference</td>
</tr>
<tr>
<td>-----------------------------</td>
<td>--------------------------------</td>
<td>-----------------</td>
<td>--------------------</td>
<td>-------------------------</td>
<td>----------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td><em>Trichoplusia ni</em></td>
<td><em>Bacillus thuringiensis</em></td>
<td>Celery</td>
<td>Antibiosis, reduced growth rate</td>
<td>Additive</td>
<td>No interaction between host plant resistance and Bt on larval mortality</td>
<td>Meade &amp; Hare, 1995</td>
</tr>
<tr>
<td><em>Helicoverpa zea</em></td>
<td><em>Bacillus thuringiensis</em></td>
<td>Soybean</td>
<td>Reduced growth rate</td>
<td>Synergistic</td>
<td>Increased dose-specific mortality</td>
<td>Kea et al., 1978</td>
</tr>
<tr>
<td><em>Helicoverpa zea</em></td>
<td><em>Nomuraea rileyi</em></td>
<td>Soybean</td>
<td>Reduced survival</td>
<td>Synergistic</td>
<td>Death at earlier age</td>
<td>Bell, 1978</td>
</tr>
<tr>
<td><em>Pseudoplusia includens</em></td>
<td>Nuclear polyhedrosis virus (NPV)</td>
<td>Soybean</td>
<td>Antibiosis, antixenosis</td>
<td>Additive</td>
<td>Similar population reductions by the virus on resistant and susceptible cultivars</td>
<td>Beach &amp; Todd, 1988</td>
</tr>
<tr>
<td><em>Anticarsia gemmatalis</em></td>
<td>NPV</td>
<td>Soybean</td>
<td>Antibiosis, antixenosis</td>
<td>Additive</td>
<td>Similar population reductions by the virus on resistant and susceptible cultivars</td>
<td>Beach &amp; Todd, 1988</td>
</tr>
<tr>
<td>Four Lepidoptera species</td>
<td><em>Nomuraea rileyi</em></td>
<td>Soybean</td>
<td>Antibiosis</td>
<td>Additive</td>
<td>No effect on other pathogens</td>
<td>Gilreath <em>et al.</em>, 1986</td>
</tr>
<tr>
<td><em>Helicoverpa zea</em></td>
<td>Cytoplasmic polyhedrosis virus</td>
<td>Maize</td>
<td>Antibiosis</td>
<td>Additive</td>
<td>Host plant resistance and the virus acted independently on insect survival</td>
<td>Bong <em>et al.</em>, 1991</td>
</tr>
<tr>
<td>Species</td>
<td>Organism</td>
<td>Effect</td>
<td>Time</td>
<td>Notes</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-------------------------</td>
<td>-----------------------------------</td>
<td>----------------------</td>
<td>-------------</td>
<td>--------------------------------------------</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Heliothis virescens</td>
<td>Bacillus thuringiensis</td>
<td>Cotton Antixenosis</td>
<td>1983</td>
<td>Increased host mortality</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Aphis gossypii</td>
<td>Neozygites fresenii</td>
<td>Smooth-leaved cultivars</td>
<td>1994</td>
<td>No effect of pubescence on fungal infection rates</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Weathersbee & Hardee, 1994
The three cases of synergism all involved greater parasitization rates of hosts on resistant plants. For *Spodoptera frugiperda* being attacked by *Campoletis* spp., the greater parasitization rate may have been the result of greater movement of host larvae on the antixenotic maize varieties, thereby increasing their conspicuousness and time of exposure to foraging natural enemies (Pair *et al*., 1986). For the egg parasitoid *Trichogramma pretiosum* attacking eggs of *Helicoverpa zea*, it is likely that the absence of leaf pubescence increased the foraging efficiency of this small wasp on the cotton cultivars that also were antixenotic to *H. zea* larvae (Treacy *et al*., 1985). No specific mechanism was presented in the third example for increased parasitization of bruchid beetle larvae on partially resistant genotypes of pea (Annis and O’Keefe, 1987).

Host plant resistance in soybean was responsible for four of the eight clearly antagonistic interactions. These antagonistic interactions may reflect the absence of any long-term coevolutionary history between soybean, its North American pests, and those pests’ natural enemies, for this group of species has been associated for less than a century (see also Orr and Boethel, 1986; Boethel, 1999).

The disruptive interactions involved parasitoids attacking hosts on wild tomato plants (*Lycopersicon hirsutum f. glabratum*) with two resistance mechanisms. The first is a trichome-based mechanism that confers resistance to *Manduca sexta* and other insect species, and the second is a non-trichome-based mechanism conferring partial resistance to *Helicoverpa zea* and *Heliothis virescens*. In a number of studies, Kennedy and co-workers showed that the methyl ketones causing the trichome-based resistance were toxic or deleterious to several species of insect parasitoids (Farrar and Kennedy, 1993; Farrar *et al*., 1994; and references therein). In the field, the deleterious impact on the natural enemies of *Helicoverpa zea* and *Heliothis virescens* was sufficiently great that the densities of these two insect pests were similar, if not higher, on the partially resistant plants (Farrar *et al*., 1994).

The general trend is for host plant resistance to be compatible with biological control by generalist predators (59% of the cases involving predators). The only clearly antagonistic interactions involve two predators of pests of soybean. One of these, *Geocoris punctipes*, may acquire deleterious allelochemicals from resistant soybean cultivars through direct host plant feeding (Rogers and Sullivan, 1986), although this is apparently not the case for the other negatively affected predator, *Podisius maculiventris* (Orr and Boethel, 1986).
Three synergistic interactions involving predators are probably the result of an increased rate of discovery of prey by predators due to increased prey movement on antixenotic cultivars (Kartohardjono and Heinrichs, 1984; Isenhour et al., 1989). In the fourth synergistic interaction noted, foraging efficiency of chrysopid larvae increased as plant trichome density declined (Treacy et al., 1985).

Although a number of laboratory studies have shown both positive and negative effects of selected plant chemicals on the efficacy of insect pathogens (reviewed by Reichelderfer, 1991; Schultz and Keating, 1991), most studies using susceptible and resistant plant cultivars generally show an overall compatibility between host plant resistance and biological control by pathogens (64% additive interactions and 36% synergistic interactions). For the synergistic interactions, the susceptibility of host larvae to pathogens was inversely related to the growth and vigor of the larvae, which itself was directly related to the level of host plant susceptibility. In none of the 11 cases evaluated were there any antagonistic or disruptive interactions.

The implications of many of the results in Table 2.1 must be accepted with caution, for most of them simply examine the impact of host plant resistance on selected life history parameters of natural enemies. There could have been other effects opposite to those listed in other, unmeasured natural enemy parameters. Without explicit population studies, it may be difficult to translate results of short-term studies showing changes in such life history parameters of natural enemies into changes in herbivore–natural enemy population dynamics. Reductions in survivorship, growth, or fecundity of a particular natural enemy would not result in a reduction in biological control if the population growth rate of the prey population were reduced even more.

For example, while plant resistance led to a reduction in the size and number of parasitoids from greenbugs, overall plant damage was least and greenbug populations were smallest on resistant varieties in the presence of parasitoids (Starks et al., 1972). Similarly, several life history parameters of *Pediobius foveolatus*, a parasitoid of the Mexican bean beetle, *Epilachna varivestis*, were reduced when reared on hosts that were themselves reared on resistant soybean cultivars. However, the population growth potential of the parasitoid was reduced less than was that of the host by host plant resistance, so that the intrinsic rate of increase of the parasitoid was greatest relative to that of its host on the resistant cultivar (Kauffman and Flanders, 1985).
More recently, Yang and Sadof (1997) compared population growth rates of the citrus mealybug, *Planococcus citri*, with those of its parasitoid, *Leptomastix dactylopii*, and concluded that most effective biological control would occur on a coleus cultivar (*Coleus blumei*) that expressed an intermediate level of resistance to citrus mealybugs. This was despite the fact that parasitoids reached greatest size and fecundity on mealybugs reared on the most susceptible *Coleus* cultivar. However, despite the increased parasitoid population growth rate on the most susceptible cultivar, the parasitoid could not compensate for the even greater population growth rate of the host on that cultivar. On the most resistant cultivar, the parasitoid’s rate of population growth was reduced more than that of its host, so the host was expected to have a net advantage on the most resistant cultivar as well as the least resistant cultivar (Yang and Sadof, 1997). These three studies point out the continuing need for comparative research on population growth in order to better resolve ambiguities from laboratory studies on the actual impact of host plant resistance on herbivore and natural enemy population dynamics.

**Biological control and transgenic plants**

Transgenic crop plants expressing toxic proteins from *Bacillus thuringiensis* (hereafter Bt) are being grown commercially on ever-increasing acreage (Gould, 1998; Schuler *et al.*, 1998). Such releases have occurred without much concern on how those plants may affect natural levels of biological control, not only of the primary target pest of the crop, but also secondary pests within the agroecosystem (Schuler *et al.*, 1999a.)

Such effects could include substantial reductions in population densities of biocontrol agents resulting from: (1) reduction in densities of hosts, (2) feeding on hosts that have acquired the toxin, or (3) reductions in densities by feeding on hosts of smaller size or otherwise reduced quality. The latter factor may be more important for the dynamics of parasitoid populations than for predators, for predators simply may increase their feeding rate to compensate for reduced prey size (Schuler *et al.*, 1999a).

To date, the effects of transgenic Bt toxins on natural enemies seem to be relatively minor (Table 2.2). Part of the reason for this may be the selective toxicity of Bt proteins against Lepidoptera or Coleoptera but not Hymenoptera. Some indirect effects have been noted, however, when targeted pests ingest sublethal Bt doses. This results in a reduction or
<table>
<thead>
<tr>
<th>Pest</th>
<th>Natural enemy</th>
<th>Crop</th>
<th>Effect on natural enemy</th>
<th>Comments</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td><em>Pectinophora gossypiella</em>, other leaf-feeding Lepidoptera</td>
<td>Various</td>
<td>Cotton</td>
<td>Additive</td>
<td>No effect on densities in small-plot field study</td>
<td>Flint et al., 1995</td>
</tr>
<tr>
<td><em>Pectinophora gossypiella</em>, other leaf-feeding Lepidoptera</td>
<td>Various</td>
<td>Cotton</td>
<td>Additive</td>
<td>No effect on densities in small-plot field study</td>
<td>Wilson et al., 1992</td>
</tr>
<tr>
<td><em>Ostrinia nubilalis</em></td>
<td><em>Orius insidiosus, Coleomegilla maculata</em> and other predators</td>
<td>Maize</td>
<td>Additive</td>
<td>No effect on parasitization rates, predation, or density of predators</td>
<td>Orr &amp; Landis, 1997</td>
</tr>
<tr>
<td>None</td>
<td><em>Coleomegilla maculata, Orius insidiosus, Chrysoperla carnea</em></td>
<td>Maize</td>
<td>Additive</td>
<td>No effect of transgenic maize pollen on these predators or reductions in densities in the field</td>
<td>Pilcher et al., 1997</td>
</tr>
<tr>
<td><em>Spodoptera frugiperda</em></td>
<td><em>Chrysoperla carnea</em></td>
<td>Maize</td>
<td>Antagonistic</td>
<td>Increased mortality</td>
<td>Hilbeck et al., 1998</td>
</tr>
<tr>
<td><em>Ostrinia nubilalis</em></td>
<td><em>Chrysoperla carnea</em></td>
<td>Maize</td>
<td>Antagonistic</td>
<td>Increased mortality, increased development time</td>
<td>Hilbeck et al., 1998</td>
</tr>
<tr>
<td><em>Myzus persicae</em></td>
<td><em>Hippodamia convergens</em></td>
<td>Potato (Solanum tuberosum)</td>
<td>No effect</td>
<td>Potatoes expressed Bt toxin used against the Colorado potato beetle. No effect on aphids or predatory beetle</td>
<td>Dogan et al., 1996</td>
</tr>
<tr>
<td><em>Helicoverpa zea</em></td>
<td><em>Nabis spp.</em></td>
<td>Tobacco (Nicotiana tabacum)</td>
<td>Additive</td>
<td>No effect on densities in small-plot field study</td>
<td>Hoffmann et al., 1992</td>
</tr>
<tr>
<td><em>Heliothis virescens</em></td>
<td><em>Campletis sonorensis</em></td>
<td>Tobacco</td>
<td>Synergistic</td>
<td>Greater than expected host mortality when attacked on Bt tobacco</td>
<td>Johnson &amp; Gould, 1992</td>
</tr>
<tr>
<td><em>Plutella xylostella</em></td>
<td><em>Cotesia plutellae</em></td>
<td>Oilsed rape (Brassica napus)</td>
<td>Additive</td>
<td>No difference in survival of wasps in Bt-resistant hosts when fed transgenic or wild-type plants; no difference in attractiveness of Bt-resistant hosts on transgenic or wild-type plants</td>
<td>Schuler et al., 1999b</td>
</tr>
</tbody>
</table>
termination of feeding and slower growth. Thus hosts may spend an increased time in life stages that are vulnerable to natural enemies (e.g., Johnson and Gould, 1992).

The reduced feeding, however, also may result in reduced emissions of feeding-related kairomones or synomones thus reducing the rate of discovery (Johnson et al., 1997). Reduced consumption of Bt-transgenic oilseed rape foliage by Bt-susceptible diamondback moth, Plutella xylostella, was apparently responsible for the significantly lower attractiveness of damaged transgenic oilseed rape foliage compared to wild-type foliage to the parasitoid, Cotesia plutellae. The observation that the wasp was equally attracted to transgenic and wild-type foliage that were damaged equivalently by Bt-resistant P. xylostella (Schuler et al., 1999b) ruled out a direct, differential response of the wasp to wild-type vs. transgenic foliage alone.

Both an increased time of vulnerability and reduced attractiveness of damaged transgenic foliage effects occurred in the system involving H. virescens and the parasitoid, Campoletis sonorensis and transgenic tobacco. The net result of these opposing effects was that H. virescens suffered reduced parasitism on transgenic tobacco plants (Johnson et al., 1997). Thus, sublethal effects of consumption and ingestion of Bt-transgenic foliage on subsequent risk to natural enemies may affect the risk of herbivores to discovery and utilization via several potentially conflicting mechanisms, thereby making the overall outcome locally variable and difficult to predict.

Such conflicting mechanisms also introduce a variety of outcomes when predicting how the activity of natural enemies might affect the rate of adaptation of pests to resistant plants. Gould et al. (1991) developed mathematical models addressing this point that yielded straightforward conclusions: enemies that increase the difference in fitness between adapted and non-adapted plants increased the rate of adaptation to resistant plants, while enemies that decreased the difference in fitness between adapted and non-adapted plants retarded the rate of adaptation to resistant plants.

For example, in many natural enemies, host quality is a function of host size. Larger hosts provide greater resources for parasitoid utilization and are preferentially attacked. On resistant plants, better-adapted hosts are likely to reach a larger size than are less-adapted hosts. The natural enemy will preferentially attack these larger, better-adapted larvae, however, and the natural enemy will therefore preferentially impose
additional mortality on the better-adapted hosts from the population. Thus, the natural enemy acts to decrease the difference in fitness between adapted and non-adapted hosts, thereby reducing the rate of adaptation of the host population.

In contrast, other natural enemies are limited to attacking small hosts within a limited size range. In this case, the better-adapted hosts may pass through the window of vulnerability more rapidly than may less-adapted hosts. If so, then the natural enemy will preferentially attack the less-adapted hosts, thereby imposing additional mortality on the less-adapted hosts. As a result, the natural enemy will increase the difference in fitness between adapted and less-adapted hosts, thereby increasing the rate of adaptation to resistant plants. Given the wide range of variation in herbivore–parasitoid interactions, predictions on the effect of natural enemies on pest adaptation to resistant plants may be practical only on a case-by-case basis (Gould et al., 1991).

**Plant breeding for attributes that improve biological control**

With the growth of our understanding about how the effectiveness of natural enemies may vary as a function of specific host plant traits, it may be possible to manipulate and exploit those traits for improved biological control. There have been several recent reviews addressing this topic, (e.g., Poppy, 1997; Bottrell et al., 1998; Verkerk et al., 1998; Cortesero et al., 2000). My purpose here is only to summarize some of the major prospects and problems concerning this novel approach toward improved pest management.

The deployment of plant trichomes in insect pest management illustrates an important problem in the breeding of natural-enemy-friendly plants. Glandular trichomes often directly defend plants against several insect pests (Dimock and Kennedy, 1983; Wagner, 1991; Duke, 1994; Juvik et al., 1994), but they also may be as deleterious to particular natural enemies as to pest species (Farrar et al., 1994). Thus, the plant breeder faces a dilemma of breeding for increased plant trichomes as a direct mechanism of plant defense, or breeding for reduced trichome numbers to encourage natural enemies. Although, in some cases, intermediate trichome densities may be an acceptable compromise (Obrycki, 1986), the final outcome may not be known without more detailed information on such factors as the herbivore mortalities imposed directly by trichomes,
how much additional mortality might be provided by natural enemies on trichome-free plants, and which herbivore species are the most important to control.

In theory, breeding plants that produce greater quantities of herbivore-induced synomones that attract natural enemies should lead to enhanced biological control. Genetic variation in induced synomone production has been shown to exist among genotypes of cotton (Loughrin et al., 1995) and maize (Gouinguené et al., 2001; Turlings et al., chapter 7, this volume). The effectiveness of this approach, however, may be uncertain and depend upon particular characteristics of the plant–herbivore–parasitoid system.

Turlings et al. (1995) developed three criteria to evaluate whether herbivore-induced volatiles can serve as effective signals of plant damage to natural enemies. First, the emitted signal must be clear enough so that it can be perceived and distinguished from background noise (e.g., normal plant volatiles). Second, the signal has to be specific enough to reliably indicate the presence of a suitable host or prey. Third, the signal must be emitted when natural enemies are foraging. For the volatile emissions of corn and cotton plants, Turlings et al. (1995) concluded that the criteria of clarity and appropriate timing were satisfied, but the criterion of specificity had limited support, especially when different herbivores damage the same plant and cause the release of similar, if not identical volatile compound blends. (See Dicke (1999) for a recent review of the evidence in favor or against the hypothesis of the specificity of herbivore-induced synomones.)

Parasitoid species also are known to vary in their response to plants with varying degrees and types of damage. Even closely related natural enemy species may differ in their response to damaged vs. undamaged plants and different sources of damage (Takabayashi et al., 1998). Although some wasps respond only to specific volatile compounds that are released only in response to host feeding, sometimes by a particular life stage of the herbivore (e.g., Takabayashi et al., 1998), other wasps appear to be as attracted to damage caused by non-host insects as host insects, (e.g., Geervliet et al., 1996).

Additional factors in manipulating plant-produced synomones for pest management include complications caused by environmental variation in the ability of plants to emit such synomones as a function of variation among leaves within plants, among cultivars, or growing conditions within cultivars (Takabayashi et al., 1994). The emission of synomone
components that attract predatory mites differed qualitatively between young and old leaves, between leaves exposed to different light levels, and under different levels of water stress. In general, young leaves produced more attractive chemical blends than older leaves, leaves grown under high light levels produced more attractive blends than leaves under low light, and leaves from water-stressed plants produced more attractive volatile blends than leaves that were not water stressed (Takabayashi et al., 1994). Such sources of variation in the strength and composition of herbivore-induced synomones may result in variable levels of natural-enemy enhancement under field conditions.

Bottrell et al. (1998) conclude their chapter on manipulation of natural enemies for pest management by listing several important considerations. The first is to carefully choose which natural enemies require manipulation. If a suite of natural enemies is necessary for successful pest control, then plant cultivars that only enhance the effectiveness of one may be of little value. Bottrell et al. (1998) also warn against unwanted side-effects, in which characteristics that enhance the effectiveness of natural enemies of one pest have deleterious consequences for other pests. The “frego bract” characteristic of cotton is an example of such a trait. Biological control of cotton boll weevils, Anthonomus grandis, by Bracon mellitor is enhanced on frego bract cotton, but frego bract cotton also is more susceptible to Lygus spp. and other homopterans that feed on floral buds (Lincoln et al., 1971). Thus the deployment of a trait of cotton that enhances the success of a natural enemy of the boll weevil would occur at the expense of increasing the susceptibility of cotton to other pests.

Although there is substantial information on the ways in which plants may influence biological control agents, often we still lack an appropriate ecological context within which to interpret that information. The potential interactions among the pests of different crops, the dynamics of single pests in different crop systems, and interactions among natural enemies all need to be understood before the value of manipulating a particular natural enemy of a single pest species can be determined.

Finally, if natural-enemy enhancement is to succeed as a commercially viable pest management strategy, then growers also need to be convinced of its effectiveness. This requires that studies be carried out to demonstrate the values of natural-enemy manipulations on crop yield and crop value. Simple demonstrations of more immediate phenomena, such as
greater densities of natural enemies following manipulation, are encouraging, but they are far from convincing proof that such manipulations have a role in contemporary agricultural production systems.

Tritrophic interactions in natural systems

One substantial gap in our understanding of how to exploit tritrophic interactions in agricultural systems is an almost complete lack of an understanding of the dynamics of tritrophic interactions in natural systems. This situation has changed little since a previous review of this topic (Hare, 1992). As with the applied systems reviewed earlier, most available studies on natural systems demonstrate that host plant variation can influence the interaction between predators and natural enemies. The studies, however, were not designed to address whether the host plant effects on natural enemies are evolved responses or simply fortuitous consequences of pre-existing plant genetic variation.

In goldenrod (*Solidago altissima*), the size of galls induced by *Eurosta solidaginis* is a heritable character of both insect and plant genotype (Weis and Abrahamson, 1986). In this system, gall-makers inhabiting large galls are less susceptible to parasitoids due to limitations on the length of the parasitoids’ ovipositors. To the extent that gall diameter is under partial genetic control of the host plant, there exists the possibility that plants, their gall-makers, and the gall-makers’ parasitoids may impose competing selection on plants for gall size. Variation among plant genotypes for gall size (and ultimate parasitoid success) would not, in general, lead to differential reproduction of plant genotypes (Weis and Abrahamson, 1985). The effect of parasitoids as selective agents favoring gall-makers that induce larger galls was more significant than was the effect of parasitoids reducing herbivore damage to plants. An additional complicating factor in this system is the fact that avian predators more readily attack large galls, and the advantage for gall-makers to induce large galls appears to be partially (but not completely) offset by increasing their risk of predation by birds (Weis and Abrahamson, 1986).

Price and Clancy (1986) and Clancy and Price (1987) similarly implicated genetic variation among clones of willow *Salix lasiolepis* in the size of galls induced by stem-galling sawflies. In the first study, mean gall diameter induced by *Euura lasiolepis* differed consistently among willow clones over a five-year study. Sawflies in smaller galls were more suscep-
tle to parasitization by *Pteromalus* sp., and parasitism by *Pteromalus* was inversely related to gall diameter. In the second study, mean gall diameter induced by another tenthredinid, *Pontania* sp., also differed significantly among willow clones. In this case, the sawflies in the more rapidly growing and larger galls were more susceptible to parasitism. Individuals of another leaf-folding sawfly (*Phyllocolpa* sp.) attacking these willows also consistently differed in their susceptibility to parasites and other sources of mortality depending upon which plant clone they attacked (Fritz and Nobel, 1990). The question as to whether the variation in susceptibility of sawflies to their natural enemies due to variation among clones ultimately influences clone fitness has not yet been examined, however.

More recently, the effect of genetic variation among two willow species, *S. sericea* and *S. eriocephala*, and their hybrids on interactions between a leaf miner, *Phyllonorycter salicifoliella* and their eulophid parasites were studied over a two-year period (Fritz et al., 1997). Survival of the leaf miner varied among taxa as well as among individual plants within taxa. Differences in rates of parasitization were not consistent between years, however, which may suggest that the genetic differences among and within taxa may be modified by environmental conditions.

In none of these studies was it possible to examine whether the differences in natural-enemy activity had any measurable impact on plant fitness. Nevertheless these studies clearly document that genetic variation among plants influences the interaction between herbivores and their natural enemies.

**Criteria to demonstrate that herbivores’ natural enemies are agents of natural selection on plants**

In order to test for the significance of herbivores’ natural enemies of agents of natural selection on plants for traits that enhance the success of those natural enemies, I propose the following set of four testable criteria that should be satisfied (Table 2.3). These criteria can be tested by a series of experiments that sequentially protect plants from both herbivores and natural enemies, then expose them to herbivores only, and finally to herbivores and natural enemies. The criteria are as follows:

1. Plant populations polymorphic for a natural-enemy-enhancing trait must be identified and the polymorphism must be controlled at least in part by additive genetic mechanisms.
Table 2.3 Schematic design of a series of experiments to answer a sequence of questions in order to determine that natural enemies exclusively impose natural selection on plants for plant traits that enhance the success of those natural enemies

<table>
<thead>
<tr>
<th>Question</th>
<th>Conclusion</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Is there additive genetic variation in a plant trait that enhances the effectiveness of natural enemies?</td>
<td>No → There is no variation that selection can act upon to increase the effectiveness of natural enemies.</td>
</tr>
<tr>
<td>Yes ↓</td>
<td></td>
</tr>
<tr>
<td>2. When both herbivores and natural enemies are excluded, is the fitness of plants expressing the trait EQUAL or LESS than plants not expressing the trait?</td>
<td>No → Plants expressing the trait are intrinsically more fit than those that do not. Therefore, the trait directly benefits plant fitness independently of its role in herbivore suppression.</td>
</tr>
<tr>
<td>Yes ↓</td>
<td></td>
</tr>
<tr>
<td>3. When natural enemies are excluded but herbivores are not, is the fitness of plants expressing the trait EQUAL or LESS than plants not expressing the trait?</td>
<td>No → Plants expressing the trait are more fit than those that do not when both are exposed to herbivores alone. Therefore, the trait has a direct benefit on herbivore resistance irrespective of its effect on natural enemies.</td>
</tr>
<tr>
<td>Yes ↓</td>
<td></td>
</tr>
<tr>
<td>4. In the presence of both herbivores and natural enemies, is the fitness of plants expressing the trait GREATER than plants expressing the trait?</td>
<td>No → Plants expressing the trait have EQUAL or LESS fitness than plants not expressing the trait. If the plants have equal fitness, then the trait is neutral. If plants expressing the trait are less fit, then the trait is detrimental to plant fitness in the presence of natural enemies and natural selection will eliminate the trait from the population.</td>
</tr>
<tr>
<td>Yes ↓</td>
<td></td>
</tr>
<tr>
<td>The plant trait is beneficial only in the presence of herbivores and natural enemies. Natural selection will act to spread the trait throughout the population in the presence of both herbivores and natural enemies.</td>
<td></td>
</tr>
</tbody>
</table>
2. In the absence of both herbivores and natural enemies, plant fitness should be equal or lower for plants expressing the natural-enemy-enhancing trait than for those that do not.

3. In the presence of herbivores but not natural enemies, plant fitness should be equal or lower for plants expressing the natural-enemy-enhancing trait than for those that do not.

4. In the presence of both herbivores and natural enemies, plant fitness should be greater for plants expressing the natural-enemy-enhancing trait than for those that do not.

The significance of these criteria are as follows: criterion 1 must be satisfied simply to demonstrate the existence of genetic variation upon which natural selection can act. In the absence of this criterion, then there is little reason to pursue research on the particular plant–herbivore–natural enemy association. In addition, criterion 2 must be satisfied in order to rule out any benefit of the plant trait on plant fitness via direct increases in plant reproduction. In addition to these two, criterion 3 must be satisfied in order to rule out any effects of the trait acting upon herbivores directly as a plant resistance factor. Criterion 4 must be satisfied in order to demonstrate that the trait is beneficial to plants. Criterion 4 may be satisfied in the absence of criteria 2 and 3. If so, then additional research may be needed to determine the importance of the tritrophic aspects of the trait relative to the aspects that increase plant fitness directly through increased growth (criterion 2) or through increased levels of direct resistance to herbivores (criterion 3).

**Critical areas for future research**

**Measure plant fitness**

There are two general models for the development of tritrophic interactions. The most exciting model assumes that tritrophic interactions are coevolved mutualisms between plants and natural enemies attacking the plant’s herbivores. A more mundane model assumes that observable tritrophic interactions only reflect evolutionary responses of natural enemies to plant traits that coincidentally improve the fitness of natural enemies; any benefit to plants is entirely fortuitous. If plant traits that enhance the success of natural enemies are indeed evolved traits, then they evolved because plants possessing such traits were more fit than plants that did not (see also van der Meijden and Klinkhamer, 2000). The only way to demonstrate that such traits are beneficial to plants is to
measure plant fitness under experimental conditions where such traits can be manipulated experimentally (see above). Without such measurements, then the question of whether the beneficial plant effects on herbivore–natural enemy interactions are the result of plant evolution, or simply fortuitous, can never be resolved.

It is not sufficient to assume that plant fitness will be improved simply through the result of increased rates of parasitization of the plant’s herbivores. Such observed differences must be manifest in terms of differential reproduction of plant genotypes that differentially express traits affecting the susceptibility of herbivores to natural enemies.

One particularly troublesome point in relying only on inferences about plant fitness is that the benefits of increased parasitization rates of herbivores may not be obvious. Although parasitized herbivores often consume less foliage than unparasitized caterpillars, in some cases, the parasitized hosts consume more foliage than unparasitized ones (Slansky, 1986). An immediate benefit on plant fitness of plants enhancing parasitization of their herbivores may not exist (e.g., Coleman et al., 1999; see Turlings and Benrey, 1998 for additional examples). There is simply no alternative to careful measurements on plant fitness in order to demonstrate that plant traits that enhance successful parasitization are the results of natural selection.

Recently, Vinson (1999) developed an alternative model of tritrophic interactions. In his model, specialist tritrophic interactions are the result of evolved mutualisms. Vinson (1999) postulates that plants benefit from having a few specialized herbivores that facilitate chemical cycling and/or displace competitively more opportunistic herbivore species. Specialist natural enemies have coevolved with plants to keep these particular herbivores in check. This model also could be tested with specific measurements of plant fitness under different combinations of herbivore and natural enemy manipulations.

Consider all aspects of the mechanisms involved
Unfortunately, much of our appreciation of tritrophic interactions is based on an incomplete understanding of many of the underlying mechanisms. For example, the compound that causes corn to release volatile compounds that attract the parasitoid Microplitis croceipes is volicitin (Turlings et al., 2000). This compound is synthesized by the herbivore Spodoptera exigua but is comprised of a fatty acid portion acquired from the plant and glutamine that is of insect origin (Paré et al., 1998). The fact
that the elicitor is synthesized by the insect and not the plant leads to two importance and related points. The first is that if *M. croceipes* is so effective in reducing damage by volicitin-producing herbivores, then natural selection would favor herbivores that produce less volicitin. Alternatively, volicitin must have some other more important role in herbivore biology that overrides its deleterious effect in herbivore–parasitoid interactions if herbivores continue to produce it. Such additional functions of volicitin and related compound from other insect species (Pohnert et al., 1999) need to be identified before the evolution and maintenance of the interaction between corn, *S. exigua*, and *M. croceipes* can be fully understood.

**Recognize the limitations of applied systems**

Tritrophic interactions in applied systems should be studied mainly to determine how host plant resistance and biological control can be best utilized for pest management. Inferences about how tritrophic systems evolved in general should be drawn with extreme caution from applied systems, for such systems are often far removed from their coevolutionary context. Applied studies may clearly illustrate how tritrophic interactions function in ecological time. Applied studies also can be used to develop better expectations about the effectiveness of a particular natural enemy attacking its host on different cultivars (e.g., Hare and Luck, 1991; Hare and Morgan, 2000). It may be problematic, however, to attempt to infer from applied systems how natural tritrophic interactions evolve because the interactions observed in the applied system may be far removed from their original ecological context.

**Investigate more natural systems**

Natural tritrophic systems require several attributes for profitable study. Ideally, in order to carry out controlled experiments, the systems must be tractable at all three levels. Plants must be easily grown, and both the herbivores and their natural enemies must be easily reared in the laboratory. In addition, plants must be polymorphic for traits that influence natural enemies and sufficiently short-lived that plant fitness can be measured (see above). Because these conditions must be met simultaneously, it is probably not surprising that so little work has been done in natural systems. Nevertheless, such work is necessary in order to determine the evolutionary trajectories of tritrophic interactions. Without such research, we will continue to be unable to determine to what extent the
tritrophic effects that we commonly observe are evolved or merely fortui-
tous.
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Plant genetic variation in tritrophic interactions


Multitrophic/multispecies mutualistic interactions: the role of non-mutualists in shaping and mediating mutualisms

Introduction

Off the coast of Massachusetts (USA), the hermit crab *Pagurus longicarpus* is often found carrying a colonial hydroid, *Hydractinia*, on its shell. In some situations, this interaction is clearly mutualistic: hermit crabs transport hydroids to rich feeding sites, and hydroids in turn deter larger, damaging organisms from colonizing hermit crab shells. The outcome of this interaction shifts away from mutualism, however, under other ecological conditions. The hydroid tends to be positively associated with a burrowing marine worm that weakens hermit crab shells to the point where they are easily crushed by predatory blue crabs (*Callinectes sapidus*). The nature of the hermit crab–hydroid association thus varies depending on which other species are present, shifting from mutualism (when blue crabs and/or worms are scarce), to commensalism, to antagonism (Buckley and Ebersole, 1994).

In most introductory biology textbooks, mutualism is defined as an association between organisms of two species in which both species benefit (e.g., Starr and Taggart, 1998; Tobin and Dusheck, 1998; Krogh, 2000). However, the hermit crab–hydroid interaction clearly demonstrates that at least some mutualisms can only be understood within a broader community context. The influence of other species and other trophic levels on mutualism has received curiously little attention, particularly in contrast to other types of interactions (see Barbosa and Letourneau, 1988; Cardé and Bell, 1995; Barbosa and Benrey, 1998; Barbosa and Wratten, 1998; Olff et al., 1999). Mutualisms have been discussed to a certain extent within the literature on indirect and tritrophic interactions (e.g., Vandermeer et al., 1985; Bertness and Callaway, 1994; Wootton, 1994; Menge, 1995; Callaway and Walker, 1997;
Sabelis et al., 1999). However, the full range of multi-trophic effects on mutualism remains incompletely defined (but see Thompson, 1988; Cushman, 1991; Cushman and Addicott, 1991; Bronstein, 1994), and consideration of their possible evolutionary consequences has been minimal (but see, e.g., Wilson and Knollenberg, 1987; West and Herre, 1994; Strauss, 1997).

In this chapter, we provide a review of multitrophic/multispecies mutualisms, that is, interactions in which other species and trophic levels influence the nature and outcome of a potentially beneficial pairwise interaction. We outline the conditions under which third species’ influence will be an essential feature of a mutualism, in that a pairwise relationship will only be beneficial in the context of these species’ influence. (The hermit crab–hydroid interaction is an example of one such mutualism.) We also document interactions that can in fact be considered mutualistic in a strictly pairwise context, but whose outcomes and effects will be substantially determined by the abundance or actions of other species. In particular, we show that variation in the abundance of third species leads the outcomes of many mutualisms to vary in space and in time, in some cases to the point where they are no longer beneficial to one or even both partners. Finally, based on the lessons gleaned from these examples, we develop a set of working hypotheses regarding the broader evolutionary implications of third species mediation of mutualism.

Table 3.1 summarizes the range of interactions that we identify and discuss. The examples we present were chosen to illustrate these phenomena from diverse habitats, taxa, and kinds of mutualism. Some of the examples are documented in studies explicitly designed to test hypotheses about third-species mediation of mutualism; others emerge from more inferential data collected for other purposes. Throughout this chapter, we will emphasize the need for further direct tests of all of the phenomena we identify.

**Mutualisms that exist only in the presence of a third species**

Mutualisms are commonly grouped according to the nature of the benefits that partners exchange (Boucher et al., 1982). Three kinds of benefits are usually recognized: *transportation*, in which one species moves its partner or its partner’s gametes to places they could not otherwise reach; *nutrition*, in which partners are provided with essential limiting nutrients; and *protection*, in which one species protects its partners from negative influences of their biotic or abiotic environments. This section
focuses on a subgroup of protective mutualisms in which one mutualist shields its partner from the effects of natural enemies or competitors. These mutualisms are of particular interest from a multitrophic/multi-species perspective because, in these interactions, a pair of interacting species can be defined as mutualists only in the context of their association with a third species. In the absence of that species, most of these pairwise interactions appear not to involve reciprocal benefits. The range of phenomena we discuss in this section is summarized under the first heading in Table 3.1.

**Mutualisms dependent on third species: natural enemies**
The best-known examples of protective mutualism, and some of the best-known mutualisms overall, are those in which one species deters its part-
ner’s predators, parasites, parasitoids, or herbivores. Deterrence can take at least three forms: one partner can directly attack the other’s enemies, it can modify the other’s traits in ways that reduce that partner’s susceptibility to enemies, or it can share in defense against a common enemy. Below, we discuss each of these forms of deterrence. They are summarized in section I.A of Table 3.1.

Ants aggressively defend diverse plants, homopterans, and lycaenid caterpillars from their natural enemies in exchange for various food rewards (Pierce, 1987; Huxley and Cutler, 1991; Koptur, 1992). When enemies are abundant, these behaviors can translate into increased growth, survival, or reproduction for ant-tended individuals. For example, Pierce et al. (1987) showed that rates of predation and parasitism of larvae of the lycaenid Jalmenus evagoras are so high that individuals deprived of ant defenders cannot survive. Similarly, ant-defended Maieta guianensis plants (Melastomataceae) experience little herbivory and are able to produce 45 times more fruits than individuals denied ants for a year (Vasconcelos, 1991). Ant defense can be effective even when less than ferocious. Certain relatively timid, competitively inferior species benefit plants by removing very small herbivores and their eggs (Letourneau, 1983; Gaume et al., 1997).

Another kind of active deterrence involves removal and consumption of the partner’s ectoparasites. Interactions of this form are known from both marine and terrestrial habitats, and include cleaner fish and their hosts (Poulin and Grutter, 1996) and oxpeckers and oxen (Weeks, 2000). However, it has proven very difficult to show that cleaners significantly reduce parasite loads (but see Grutter, 1999), and no case is yet known in which cleaning unequivocally increases host fitness. It is possible that parasite loads are only rarely high enough to reduce host success, and thus for parasite removal to confer a measurable benefit (Grutter, 1997). In fact, cleaners commonly inflict significant damage to host tissues while feeding, and this cost may outweigh any benefit conferred. Thus, while cleaning is a multitrophic and multispecies interaction, it is debatable whether its outcome is ever truly mutualistic.

Some mutualists deter their partners’ enemies by means other than direct attack. In general, these interactions involve some modification of the partner’s traits in ways that reduce the partner’s susceptibility to enemies. For example, certain endophytic (leaf-inhabiting) fungi produce secondary compounds that render their host plants distasteful or even fatal to herbivores (Clay, 1991; Saikkonen et al., 1998; see also
chapter 5). Decorator crabs gain protection from predator attack by adorning themselves with distasteful algae (Stachowicz and Hay, 1999a). Other invertebrates become covered with plants that effectively alter their hosts’ colors or shapes, making them difficult for visually oriented predators to recognize (Gressit et al., 1965; Espoz et al., 1995). It should be pointed out, however, that the consequences to the plants in these associations remain generally uninvestigated. It is entirely possible that, like cleaning associations, they are rarely if ever mutualistic.

A final form of mutualistic protection is shared defense against a common enemy. For example, in Müllerian mimicry systems, different chemically defended species resemble one another and thus predators can learn more quickly and remember more effectively to avoid distasteful prey (Gilbert, 1983). Similarly, mixed-species foraging associations confer joint protection when the benefit of group predator vigilance outweighs competition for food (Metcalfe, 1989; Székely et al., 1989).

**Mutualists dependent on third species: competitors**
All of the examples above involve situations in which one mutualist alters an interaction between its partner and its partner’s enemies. In a second, overlapping category of mutualism, mutualists provide protection against competitors (Table 3.1, section I.B). As is true for mutualisms that modify predator–prey interactions, many of these relationships confer no other benefits to the protected partner, and often inflict some costs as well. Hence, the pairwise relationship tends to be mutualistic only when competitors are abundant.

Many examples are known in which one species directly attacks its partner’s competitors, either by consuming or simply removing them. The best-documented cases involve removal of epibionts, species that use the external surface of another species as a habitat and thus compete with it for a key resource such as light and/or nutrients (Witman, 1987; Fiala et al., 1989; Dudley, 1992; McQuaid and Froneman, 1993; Ellison et al., 1996; Amsler et al., 1999). For example, along the coast of North Carolina (USA), the coral *Oculina arbuscula* harbors the omnivorous crab *Mithrax forceps*, which feeds on seaweeds and invertebrates growing on or near the coral. Stachowicz and Hay (1999b) have shown that in certain habitats, corals from which crabs have been experimentally removed develop a dense cover of epibionts, resulting in reduced coral growth and increased mortality relative to crab-associated corals, which remain epibiont-free.

Other mutualists modify competition not by active removal of their
partner’s competitors, but by more indirect reductions of their competitive effects. For example, *Andropogon* grasses function as competitive dominants in tallgrass prairie communities only when colonized by mutualistic mycorrhizae, which provide them with a resource-access advantage (Hartnett *et al.*, 1993). Endophytic fungi can confer sufficient resistance to natural enemies that infected plants outperform competitors that would otherwise displace them (Marks *et al.*, 1991; Clay *et al.*, 1993).

By augmenting the performance of otherwise competitively inferior species, mutualists like these can promote species coexistence, particularly in communities where competition is intense (Wilson and Hartnett, 1997; Stachowicz and Hay, 1999b). Thus, it is possible that multitrophic/multispecies mutualisms that modify competitive environments play critical roles in the maintenance of biological diversity at the community scale. The role of mutualisms in generating and maintaining community and ecosystem-level diversity is attracting increasing attention (e.g., see Bever, 1999; Traveset 1999; Wall and Moore, 1999), and this currently untested hypothesis deserves close scrutiny in this context.

**Do these mutualisms confer multiple benefits?**
The examples we have cited here for third-species mediation of mutualism are based on studies ranging from simple observations to complex manipulative experiments. We strongly emphasize the importance of further studies, particularly those that use experimental approaches, to explore these phenomena further. In some cases, mutualistic third-species mediation, although present, plays a fairly insignificant role in the association between two species. This appears to be the case for many plant–endophyte interactions, as Faeth and Bultman describe in chapter 5. In other protective mutualisms, additional, more direct benefits have been identified. For example, Morales (2000) explored an ant–treehopper mutualism via experimental manipulations of both ant and predator densities. He demonstrated that ants do benefit treehoppers by protecting them from predators, but also showed that they must provide other benefits as well, since treehoppers perform better in the presence of ants even when predators are absent; some evidence suggests that ant-tending may increase treehopper feeding rates. Multiple benefits like these may prove to be common within mutualisms, but as yet have barely been explored.
Mutualisms whose outcomes are influenced by third species

From the perspective of each participant, the net effect of any interaction can be thought of as its gross benefits to that partner minus its costs. It is now clear that the magnitudes of both gross benefits and costs, and thus of net effects as well, are highly variable for virtually all mutualisms (Thompson, 1988; Bronstein, 1994, in press). At times and places where the costs of mutualism exceed its benefits, the net effect can even be antagonistic. The idea that the effects of a single interaction can range from mutualistic to antagonistic at ecological scales of time and space has only been considered relatively recently; hence, we know very little about the conditions (e.g., mutualist densities, presence of third species, and abiotic factors) that produce observed patterns of variation. In this section, we discuss variation in the intensity and outcome of mutualisms that is mediated by species external to the mutualism. These effects (which are summarized in the second section of Table 3.1) can be found in all forms of mutualism, not only in the set of protective mutualisms discussed in the previous section of this chapter.

Mutualisms altered by third species: antagonists

Natural enemies not only reduce the fitness of their prey, but can also indirectly reduce the fitness of their prey’s mutualists (Table 3.1, section II.A). In the simplest case, densities of mutualistic species might be expected to rise and fall together depending on the abundance of natural enemies, but it is surprisingly difficult to find good examples of this in nature (but see Dyer and Letourneau (1999) for a suggestive case). Tightly linked density fluctuations may only be common in relatively obligate and species-specific mutualisms. In more generalized mutualisms, the reduction of any one partner species can have a barely discernible effect on partner density. For example, declines in one species can spur increases in the abundance of species that were previously excluded or suppressed competitively; these resurgent species can function as equally effective, or even more effective, mutualists (e.g., Young et al., 1997).

More complex antagonist-mediated effects, in which the benefits of mutualism are reduced in the presence of antagonists even though mutualist density *per se* is not, have been documented in a wide variety of systems. For example, the spider *Dipoena banksii*, an ant predator, interferes with protective mutualisms between the ant *Pheidole bicornis* and *Piper* plants (Piperaceae) by building webs at the base of new leaves. Since
the ant can detect and will avoid these webs, plants with spiders suffer more herbivory than those without spiders (Gastreich, 1999). Herbivores interfere with pollination and seed dispersal mutualisms by making plants less attractive or accessible to their partners (Christensen and Whitham, 1993; Strauss, 1997). For example, effects of herbivory on pollination occur via reductions in resource allocation to flowers, nectar, and pollen grains (Aizen and Raffaele, 1996, 1998; Lohman et al., 1996; Lehtila and Strauss, 1997; Mothershead and Marquis, 2000), as well as via modifications in plant architecture and flowering phenology (Juenger and Bergelson, 1997). Parasites can also interfere with pollination. Schmid-Hempel and Stauffer (1998) describe a case in which the quality of bumblebees as pollinators deteriorates when they are infected with larvae of an endoparasitic conopid fly: parasitized individuals show reduced fidelity to any one plant species. Similarly, pathogenic fungi and bacteria that colonize nectar, flowers, and fruit can make plants less attractive to pollinators and dispersers, leading to reduced visitation rates to infected plants (Alexander, 1987; Borowicz, 1988; Buchholz and Levey, 1990; Ehlers and Olesen, 1997).

Competitors of mutualists can similarly reduce the benefits of mutualism. Plant species that flower simultaneously can compete for pollinators, reducing reproductive success of one or more of them relative to their performance when flowering alone (Rathcke, 1988). Different pollinator species, in turn, can compete for access to plants, with inferior competitors left with inferior resources (Johnson and Hubbell, 1975). Pollinators also compete with non-pollinators for flowers. For example, wasp species that feed on sterile tissue within developing figs compete for resources with the offspring of pollinator wasps that also develop there. In some cases, this reduces pollinator maturation success, and hence the potential success of the fig tree as a pollen donor (West and Herre, 1994; Kerdelhué and Rasplus, 1996).

In some cases antagonists can actually enhance mutualistic benefits, at least for one of the two partners. One type of unidirectional enhancement takes place in interactions in which mutualistic rewards are only produced, or are produced in greater quantities, when attack by a natural enemy increases the rewarding species’ need for defenders. Leimar and Axén (1993), for example, demonstrated that the rate of reward secretion by one lycaenid caterpillar increases after simulated predator attacks. Similarly, in some plants, extrafloral nectar is an inducible defense primarily produced in response to herbivore damage (Agrawal and Rutter,
In these interactions, the rewarded species is the one that benefits from the presence of its mutualist’s antagonists; the species under attack clearly does worse. Attack by herbivores occasionally leads to increases in flower production, however, potentially benefiting pollinators and plants alike (e.g., Lennartson et al., 1998).

**Mutualisms altered by third species: mutualists**

In so-called “friend’s friend” interactions (Boucher et al., 1982), the success of one mutualism enhances the success of another (Table 3.1, section II.B). Two species that share a mutualist species are sometimes able to attract so many more partner individuals when they co-occur that the positive effects of sharing partners outweigh the negative effects of having to compete for their attention. For example, certain plant species that flower at the same place and time attract disproportionately high numbers of pollinators, facilitating each other’s reproductive success (Rathcke, 1983; Laverty, 1992). Similarly, plants may attract more seed dispersers when neighboring species that share those dispersers bear fruit at the same time (Sargent, 1990). Different plant species may also share root symbionts via underground connections, resulting in bidirectional nutrient transfer beneficial to both plants (Simard et al., 1997). Another form of mutualistic enhancement of mutualism occurs when an individual is able to obtain more mutualists once it has established another kind of mutualism with a third species. Mycorrhizal inoculation can lead to an increase in nodulation of the same plant by *Rhizobium*, as a consequence of the positive effect of mycorrhizae on plant size (Cluett and Boucher, 1983). Such mutually facilitated colonization has been observed in other pairs of root symbionts as well (Sempavalan et al., 1995).

**Mutualisms altered by third species: exploiters**

Exploiter species and individuals (often called “cheaters”) interfere with mutualisms by reaping the benefits that mutualists offer their partners while providing no benefits in return (Table 3.1, section II.C; Soberon and Martinez del Río, 1985; Bronstein, 2001). For example, species requiring transport may advertise rewards but deliver none. Many orchids, for instance, display nectarless flowers that mimic those of rewarding species, and they receive sufficient visits to set seed (Dafni, 1984). Exploitation can occur on the transport side of a transportation mutualism as well, by visitors that collect rewards but do not transport or even destroy the associate or its gametes. For example, nectar-robbers consume
Exploiters in protective mutualisms include species that consume plant and insect rewards but never protect the reward-provider from its enemies (DeVries and Baker, 1989; Gaume and McKey, 1999), as well as Batesian mimics associated with Müllerian mimicry complexes, which gain protection from enemies without producing the expensive chemical defenses shared by the Müllerian species (Gilbert, 1983). In nutritional mutualisms, exploiters include strains of mycorrhizae (Smith and Smith, 1996) and *Rhizobium* (Batzli et al., 1992) that obtain fixed carbon from their host plants but transport no nutrients back to them. Lichens are attacked by diverse parasitic fungi that enslave the algae and confer no benefit in return (Richardson, 1999). As these examples might suggest, exploiters can be found within essentially every kind of mutualism (Bronstein, 2001).

Exploiters do not always reduce the benefits that mutualists accrue from their interaction (e.g., Maloof and Inouye, 2000). However, the negative impact of exploitation can sometimes be dramatic. Letourneau (1990) has documented such an effect by a clerid beetle associated with an obligate ant–plant mutualism in Costa Rica. The plant, a species of *Piper*, produces food rewards once it detects the presence of its specific ant-defender species. However, the beetle invades the plant, consumes the ants, then somehow induces the plant to continue producing food bodies for it. Thus, the plant loses its biotic defense system and its ant mutualists lose their lives. Ant defensive mutualisms also can be disrupted by non-predatory exploiters. Non-mutualistic ants have recently been shown to prune buds and flowers from the ant-plants with which they are associated, increasing vegetative plant growth but reducing sexual reproduction to near zero (Yu and Pierce, 1998; Stanton et al., 1999). In some cases, monopolization of a reward by a non-mutualistic ant species deters visits by more mutualistic ants (Gaume and McKey, 1999).

**Mutualisms altered by third species: incidental and anthropogenic disruptions**

Finally, some species disrupt mutualisms simply as by-products of other behaviors. Prominent among these disruptions are the activities of humans (Table 3.1, section II.D). Anthropogenic effects on mutualisms can be dramatic and are increasing at an alarming rate (e.g., see Smith and Buddemeier, 1992; Buchmann and Nabhan, 1996; Kearns et al., 1998; Richardson et al., 2000). Notable among these effects is the intentional or
accidental introduction of mutualists’ predators, parasites, and competitors. For example, invasion by the Argentine ant (*Linepithema humile*) has been altering mutualisms worldwide. In South Africa, it outcompetes native ants, resulting in reduced seed dispersal of native myrmecochorous plants (Bond and Slingsby, 1984), while in Hawaii it destroys nests of endemic bees that are essential pollinators of the endemic flora (Cole *et al*., 1992). Humans also alter the environment in a number of ways that lead mutualisms to break down, including habitat destruction and fragmentation (Aizen and Feinsinger, 1994), generation of inferior edge habitats (Jules and Rathcke, 1999), introduction of pollutants (Kevan *et al*., 1985), and carbon dioxide enrichment (Smith and Buddemeier, 1992; but see Staddon and Fitter (1998) for a case in which increased CO₂ may enhance a set of mutualisms).

**Variation in third-species effects**

In each of the examples discussed in this section, a third species has been shown to have either a positive or negative effect on one or both mutualists, and thus on the mutualism as a whole. However, it is not uncommon for third-species effects on a given mutualism to vary in direction. For example, consider the effects that plants experience from certain antagonists of their biotic pollinators and seed dispersers. The benefits of both pollination and seed dispersal depend not only upon mutualists arriving to the plants, but upon whether they depart with the plant’s gametes. Visits that are too long are therefore less beneficial, since they can result in selfing in the case of pollination, and deposition of seeds directly under the parent plant in the case of seed dispersal. For this reason, predators and other antagonists whose presence leads mutualists to shorten their visits therefore might actually enhance plant reproductive success (Pratt and Stiles, 1983; Maloof and Inouye, 2000). However, if these antagonists are either too common or too successful, mutualist visits might well become limiting to plant success. In other words, depending on their abundance and actions, certain antagonists might either increase or decrease the benefits of the mutualism they disrupt.

The most thoroughly studied cases in which species external to a mutualism have varying effects involve interactions that are mutualistic only in the presence of a third species (Table 3.1, section I). In these cases, it is the presence and identity of a *fourth* species that affects the direction of the outcome. One group of mutualisms in which these effects are seen are those in which ants defend other insect species from their natural
enemies. The fourth species in these situations are the plants on which the insects feed while they are defended. At least two kinds of plant traits affect the magnitude of benefits that tended insects receive from their defenders. First, the nutritional status and water content of the host plant influences the quality and quantity of rewards produced by ant-tended herbivores for their ants, and hence the degree of protection that ants provide to them in return (Fiedler, 1990; Pierce et al., 1991; Burghardt and Fiedler, 1996). Baylis and Pierce (1991), for example, showed that larvae of the lycaenid Jalmenus evagoras that feed on fertilized plants attract more ant defenders, and consequently experience higher survivorship. Not surprisingly, adult lycaenids preferentially oviposit on fertilized plants (Pierce and Elgar, 1985). Second, whether or not the plant directly offers rewards to ants can potentially affect the success of ant–insect defensive mutualisms taking place on its surface. Plant rewards could either shift ant attention away from the insects they tend, disrupting ant–insect mutualisms (Becerra and Venable, 1989), or else contribute to the support of a larger population of defenders, enhancing ant–insect mutualisms (Del-Claro and Oliveira, 1993). Converse effects are also possible: if ants prefer insect rewards over plant rewards, ant–plant mutualisms can be disrupted (Buckley, 1983; DeVries and Baker, 1989).

**Evolutionary implications of multitrophic/multispecies mutualisms**

Cushman and Addicott (1991) have suggested three general sources of variation in the outcomes of mutualism: (1) variation in the kinds of ecological “problems” species experience; (2) variation in the solutions that partners can provide to these problems; and (3) variation in the availability of mutualists. The direct and indirect influences of other species are key determinants of all of these sources of variation. Although this point has been developed previously (Thompson, 1988; Bronstein, 1994) and elaborated upon for one kind of mutualism (Cushman, 1991; Cushman and Addicott, 1991), its broader effects, particularly in an evolutionary context, have been underappreciated. In this final section, we speculate upon and offer some hypotheses regarding the evolutionary dimension of multitrophic/multispecies mutualisms.

It is clear that species from various trophic levels not only mediate the interactions between mutualists in ecological time, but may act as selective forces in the evolution of mutualism. That is, *interactions between*
mutualists are mediated by species of the same and other trophic levels not only at ecological but evolutionary time-scales. The evolutionary influence of a third species on mutualists is likely to be difficult to demonstrate, particularly in circumstances in which the influence of third species is indirect. In the (usual) absence of opportunities to demonstrate ongoing evolution, attempts to prove evolutionary pathways have generally entailed demonstrations that the mechanisms and conditions that would facilitate the proposed evolutionary scenario do at least exist.

Following this approach, we suggest that (1) traits mediating mutualisms that exist only in the presence of external species are likely to indicate the evolutionary influence of those external species. For example, it has proven difficult to explain the evolution of certain complex plant and insect structures and exudates (e.g., Pierce, 1987; Letourneau, 1990; Folgarait and Davidson, 1994) outside the context of soliciting ant protection against natural enemies. Put another way, in the absence of selective pressure imposed by natural enemies, those ant rewards would not have arisen. (Of course, the natural enemy species important within these interactions today are not necessarily the same ones that exerted selection at the time those traits evolved. Furthermore, additional past or present functions of these traits might well be found some day.) At the same time, however, it should be remembered that many of the critical traits that mediate protective mutualisms probably did not evolve within those interactions. For example, ants exhibit diverse behaviors that facilitate their functions as mutualistic protectors of plants and insects, but it is difficult to find evidence that any of these behaviors arose or changed after the establishment of those associations. Rather, other species evolved traits that co-opted and redirected pre-existing ant behaviors, such as interspecific aggression and nest-cleaning.

We further suggest that (2) traits within mutualisms that serve multiple functions often indicate an evolutionary role of other species. The existence of traits that serve multiple functions and that influence several species can be observed in all pairwise interactions, not only mutualisms. In predator–prey interactions, many anti-predator behaviors are exaptations, i.e., traits that originally evolved in response to a third species or other selective force but now serve additional functions (Sih, 1992; Yosef and Whitman, 1992; Kudo, 1996; Kudo and Ishibashi, 1996; Matsuda et al., 1996; Rayor, 1996). For example, many lepidopteran larvae drop (balloon) on a strand of silk as a method of dispersal (McManus and Mason, 1983). This same behavior can also serve as an anti-predator defense. It is not
effective against all types of predators and parasitoids (see Yeargan and Braman, 1989a, b), that is, the outcome of the expression of this behavior is conditional. One might speculate that the evolution of ballooning as an anti-predator defense may have been constrained by its importance in dispersal, or vice versa. Another example of single traits that function in multiple interactions involves guppies (*Poecilia reticulata*), in which mate selection by females is based on male color patterns. The evolution of interactions between males and females may have been constrained by the responses of other species, such as predators, to the color patterns. Thus, as predation intensity increases, color patterns become simpler, body size is reduced, and schooling intensifies (Endler, 1995).

In the case of mutualism, indirect influences like these might arise if a behavioral, physical, or physiological trait that originally evolved in response to a third species concurrently or subsequently acquired a role in the context of a mutualistic interaction. It might then come under selection in the context of that mutualism. In the clearest example to date, Armbruster (1997; Armbruster et al., 1997) has provided extensive phylogenetic evidence documenting that floral compounds in Dalechampia vines (Euphorbiaceae) are exaptations; they apparently originated as chemical defenses against herbivores, and were subsequently co-opted and further modified in the context of attracting and rewarding pollinators. Considerably more complex evolutionary scenarios can also be envisioned. We offer one hypothetical example to illustrate this point. Many flowering plants lose nectar to animals that provide no pollination service (Maloof and Inouye, 2000). Floral morphologies of some of these species, such as highly elongated corolla tubes, have been hypothesized to have evolved as mechanisms to deter such nectar-robbers. However, some of these same floral traits restrict the pool of pollinators to species that possess matching morphologies (e.g., hummingbirds with highly elongated bills), and may in fact have selected for those morphologies (McDade, 1992). At the same time, many robbers have evolved traits or adopted behaviors that allow them to feed on nectar regardless of corolla length. For instance, certain hummingbird species have evolved serrated bills that allow them to rip corollas open (Ornelas, 1994). It is possible that floral traits like these evolved in the context of robbing and subsequently influenced the evolution of the mutualism, particularly the evolution of specialization to pollinators. Alternatively, these floral traits may have evolved in the context of mutualism, and subsequently influenced the
evolution of robbing. It is also conceivable that they have been selected simultaneously in the context of fostering mutualists and deterring robbers. To our knowledge, there is as yet no evidence available that would lend support any one of these scenarios over the other two. Whichever happened, it is clear that multiple evolutionary (and coevolutionary) processes can take place at one time within a given mutualism, and can interact when they do.

Traits that affect multiple species can impart remarkable ecological and evolutionary complexity to mutualistic relationships. For example, many plants possess extrafloral nectaries (EFNs), and the most common mutualists that feed from them are ants that defend those plants (Koptur, 1992). However, most plant defense mutualisms based on EFNs are highly generalized, involving interactions with many species other than or in addition to ants. Some of these EFN visitors benefit the plant, including predatory and fungivorous mites and parasitic wasps (Pemberton, 1993; Pemberton and Lee, 1996; van Rijn and Tanigoshi, 1999). Others are commensal or even antagonistic towards the plant (e.g., DeVries and Baker, 1989). The evolution of pairwise interactions between ants and plants is likely to have constrained and been constrained by the evolution of plants’ relationships with many other species. It will be a challenge to tease apart and identify the evolutionary pressures exerted by single species in diffuse multitrophic/multispecies mutualisms like these.

This will be a particularly difficult (although interesting!) challenge when a single species functions either as a mutualist or antagonist of its partner, depending on the ecological context. For example, traits might evolve in response to selection on the mutualistic component of an interaction in one subset of ecological habitats, but in response to selection on its antagonistic component elsewhere. Such a process might give rise the kind of “geographic mosaic of coevolution” studied by John Thompson and his colleagues for strictly pairwise mutualisms (i.e., ones considerably simpler than those discussed in this chapter), in which a single species pair coevolves as mutualists in some patches but as antagonists in others (e.g., Nuismer et al., 1999, 2000; Gomulkiewicz et al., 2000; Hochberg et al., 2000). An important step for future research is to delineate the kinds of mutualisms in which these and other evolutionary processes might be expected.

This review has barely touched on a number of other fascinating questions about the ecological and evolutionary distribution of multitrophic/multispecies effects. For instance, are they more common in
symbiotic versus non-symbiotic, specialized versus generalized, or obligate versus non-obligate mutualisms? Are they more abundant in certain habitats? In symbiotic mutualisms, are third-party influences greater on the symbiont or the external partner? Is there a relationship between the evolutionary age of a mutualism and the likelihood that it is mediated by other species? Can multitrophic/multispecies mutualisms undergo coevolution?

It is quite clear that third species influence both the ecological nature and intensity of mutualistic relationships, and quite likely that they have played important roles in the evolution of mutualistic traits. It is equally apparent that major new insights stand to be gained by studying mutualisms in the context of the role that other species play within them both currently and in the past. Only a handful of unifying principles have yet been proposed that help us understand the nature of mutualisms, and the few that do exist have as yet generated even fewer testable hypotheses. The review and analysis of the literature on multitrophic/multispecies mutualisms that we have presented here generates several testable hypotheses that we hope ultimately will contribute to this process.
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Tritrophic interactions in tropical versus temperate communities

Introduction

The latitudinal gradient in diversity is one of the oldest (e.g., Wallace, 1878) and most obvious trends in ecology, and a wealth of literature is devoted to understanding both the causes and consequences of this gradient (Dobzhansky, 1950; also reviewed by Rohde, 1992). Given the enormous latitudinal differences in both diversity and productivity between temperate and tropical habitats, it is likely that relationships among trophic levels may also be fundamentally different. Although trophic interactions can be complex, a current research goal in community ecology is to determine which populations at different trophic levels are limited due to resource availability and which are limited due to consumption by higher trophic levels. In this chapter, we review the literature to determine if latitudinal trends exist for trophic controls. Identifying these patterns should help clarify whether ecological paradigms developed in temperate systems are useful for understanding tropical systems. Tropical ecologists, conservation biologists, and agricultural scientists have suggested that many ecological paradigms do not apply to tropical systems and should not be used to make management decisions or theoretical assumptions. Another advantage of identifying latitudinal gradients in tritrophic level interactions is that many of the hypotheses attempting to explain the latitudinal gradient in diversity are based on untested assumptions about the differences between tropical and temperate communities. For example, it is assumed that higher levels of specialization (for all consumers) in the tropics have allowed for greater numbers of species (Dobzhansky, 1950; Pianka, 1966; MacArthur and Wilson, 1967), but it is not at all clear that a latitudinal gradient in
specialization exists (Price, 1991a; Marquis and Braker, 1994; Fiedler, 1998). Similarly, levels of predation are assumed to be higher in the tropics (Paine, 1966; Janzen, 1970), and these high levels are hypothesized as a factor that maintains higher levels of diversity (Pianka, 1966). Tests of these assumptions are an important part of understanding the latitudinal gradient in diversity.

In order to describe latitudinal gradients in terrestrial tritrophic interactions we focus on direct and indirect effects of predators and parasitoids on lower trophic levels, and effects of plant resources on upper trophic levels. Hairston et al.’s (1960) initial top-down hypothesis for herbivore regulation resulted in many theoretical and empirical studies on the effects of top-down and bottom-up forces on community structure (most recently reviewed by Pace et al., 1999; Persson, 1999; Polis, 1999). However, there is still disagreement regarding which factors limit populations of different trophic levels. Currently, there are three prominent models that incorporate direct and indirect effects in tritrophic interactions (Fig. 4.1):

1. Top-down trophic cascades. In these models, predators and plants are resource-limited while herbivores are limited by their consumers. Thus, predators regulate their prey and indirectly benefit plants.
2. Bottom-up trophic cascades. These models suggest that both herbivores and enemies are regulated by plant biomass. Bottom-up hypotheses incorporate basic thermodynamics: energy is lost as it is transferred up the trophic chain, so the biomass of herbivores, then primary and secondary carnivores attenuates and is dependent on total primary productivity (Lindeman, 1942; Slobodkin, 1960).
3. The green desert. This also addresses bottom-up hypotheses but focuses on resource limitation as the factor determining community structure (Menge, 1992; Moen et al., 1993). In this hypothesis it is assumed that herbivores cannot utilize most plant parts, either because they cannot digest the most common plant macromolecules (e.g., cellulose; Abe and Higashi, 1991) or because of toxic secondary metabolites (e.g., Murdoch, 1966; White, 1978).

Although the above models are not necessarily mutually exclusive, each one probably has better predictive power in specific ecosystems. Some authors have criticized these models and presented convincing arguments to dispose of trophic cascade theories (Polis and Strong, 1996) because of the ubiquity of factors such as omnivory and diet shifts and a general lack of demonstrable trophic structure in real communities. For example, many terrestrial predators eat both herbivores and plants,
potentially having no indirect positive effect on plants. Persson (1999) adds to these criticisms by pointing out that terrestrial studies of trophic cascades have not included appropriately scaled experiments with large vertebrate herbivores and predators and that there are many other indirect interactions that are equally important in structuring communities. Thus, the validity of these trophic models and their applicability to different habitats have been the target of much discussion. In this chapter, we compile information from the literature to assess the relative strength of top-down and bottom-up forces across a latitudinal gradient.

Specific predictions have been made about how aspects of tritrophic interactions differ between tropical and temperate systems. Below we review the evidence that suggests that in the tropics plants are better defended, herbivory is higher, and pressure from natural enemies is more intense. These patterns imply that tropical herbivore populations have adapted to pressures from intense bottom-up and top-down forces. In this
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**Fig. 4.1.** Direct and indirect effects among three trophic levels and plant resources. Direct effects are indicated by a solid line between two trophic levels, and indirect effects (cascades) are indicated by a dashed line. A negative effect of one trophic level on the other is drawn with a bullet-head, and a positive effect is drawn with an arrowhead. The effect is on the trophic level nearest to the arrow- or bullet-head. The numbers closest to the lines refer to current models in ecology that examine trophic relationships: (1) top-down trophic cascades; (2) bottom-up trophic cascades; (3) the green desert model; and (4) resource availability models. The meta-analysis measured the strength of these interactions in tropical versus temperate systems.
chapter, we examine the literature relevant to the specific predictions of latitudinal differences and present a meta-analysis from 14 years of research in tropical and temperate communities. Using this analysis we evaluate the relative effects of top-down and bottom-up forces by directly comparing the suppression of herbivores by natural enemies versus by chemical compounds. We also assess the effects of plant resource availability on upper trophic levels via chemical defense or plant biomass.

### Meta-analysis methods

The meta-analysis included data from January, 1985 through December, 1998. All papers in the journals *Oecologia*, *Biotropica*, and the *Journal of Tropical Ecology* were examined for quantitative measures of the following direct and indirect interactions: resources (light, nitrogen, phosphorus) on plant biomass or survivorship and on plant defenses; plant defenses (chemical defenses and leaf toughness) on percentage herbivory, herbivore biomass, or herbivore survivorship; herbivores (natural and artificial damage) on plant biomass or survivorship; natural enemies on prey biomass or survivorship; and natural enemies on plant biomass (see Fig. 4.1). The starting date was chosen because the first issue of the *Journal of Tropical Ecology* was published in that year. For the journal *Oecologia*, we used the same starting date but only included nine years of studies (1985–1993) because the work reported in that journal is mostly temperate, and we were attempting to collect a balanced sample of tropical and temperate work. A bibliography of the papers that were examined can be found on the internet along with the effect sizes from each study (http://www.caterpillars.org). Papers that were actually included in the meta-analysis were those that contained means, measures of dispersion, and sample sizes. We conducted a mixed model meta-analysis for temperate versus tropical systems to uncover potential latitudinal differences. We defined tropical studies as all those conducted in natural ecosystems below 2000 m within the tropics of Cancer and Capricorn or on organisms that live exclusively in those latitudes.

Equations in Gurevitch and Hedges (1993) were used to calculate combined effect sizes across all studies and 95% confidence intervals for the meta-analysis. Means and standard deviations were taken directly from tables or text, were calculated from other statistics, or were gleaned from figures (using a ruler). We calculated only one effect size per interaction per paper. If more than one effect size was available for an interaction, we
randomly selected a value or used the last value in a series of measurements. In this chapter, we report all effect sizes along with the range of the 95% confidence intervals (after Gurevitch and Hedges, 1993); all other measures of dispersion reported here are \( \pm 1 \) standard error. Any effect sizes greater than 1.0 were considered to be large effects (Gurevitch and Hedges, 1993). We compared the strength of specific trophic interactions (Fig. 4.1) in tropical versus temperate systems by using the between class heterogeneity statistic, \( Q_B \), which has approximately a \( \chi^2 \) distribution (Gurevitch and Hedges, 1993).

Utilizing a meta-analysis for a review such as this one has notable advantages because the effect size calculated is independent of sample size, avoiding the problems arising from the positive correlation between sample size and likelihood of attaining a significant result. However, meta-analyses are subject to the same problems as any literature review based on vote-counting or more subjective narrative reviews of existing studies, including subjectivity of data collection from the literature, biases in collections of studies, and loss of system-specific details for the sake of generality (Gurevitch and Hedges, 1993). We attempted to minimize subjectivity of data collection by only including those studies that had distinct statistics reported in tables, figures, or text. The only obvious bias in the studies we examined was a tendency to examine specialist invertebrate herbivores when studying the effects of herbivory on plants. We discuss consequences of this bias below.

**Latitudinal trends in plant defenses**

Plant defenses are an important component of tritrophic interactions over both ecological and evolutionary time-scales. Latitudinal differences in defenses among plant communities should influence population dynamics of plants, herbivores, and natural enemies, and these interactions shape the evolution of defenses. Several reviews and empirical studies indicate that there is a strong latitudinal gradient in chemical defenses, with tropical plants being better defended than temperate plants (Crankshaw and Langenheim, 1981; Langenheim *et al.*, 1986; Miller and Hanson, 1989; Coley and Aide, 1991; Basset, 1994; Gauld and Gaston, 1994; Coley and Kursar, 1996, in press a). Alkaloids are more common and toxic in the tropics (Levin, 1976; Levin and York, 1978). About 16% of the temperate species surveyed in these studies contained alkaloids, compared to more than 35% of the tropical species. Simple
phenolics do not seem to vary between latitudes, but condensed tannins in mature leaves are almost three times higher in tropical forests (Becker, 1981; Coley and Aide, 1991; Turner, 1995). The diversity of secondary compounds is also much higher in tropical than temperate forests (Miller and Hanson, 1989; Gauld and Gaston, 1994). This may occur because plant diversity is far greater in the tropics, but it is also true that many sympatric closely related plants have different chemical defenses (Waterman, 1983; Gauld and Gaston, 1994). For many herbivores, leaf toughness is the most effective feeding deterrent (Coley, 1983; Lowman and Box, 1983; Langenheim et al., 1986; Aide and Londoño, 1989). This defense increases threefold in the tropics across four different forest types, being lowest in temperate plants. Indirect plant defenses, such as domatia and extrafloral nectaries are also more common in the tropics (Koptur, 1991).

Another striking difference between tropical and temperate plant defenses is that young, expanding tropical leaves have the highest levels of investment in secondary compounds, while temperate plants invest in higher levels of chemical defense in mature leaves. In tropical trees, young leaves contain much higher concentrations of simple phenolics, condensed tannins, terpenes, and alkaloids compared to the concentrations found in mature leaves (Coley and Kursar, in press a). In temperate trees, young leaves contain half the concentration of condensed tannins as mature leaves (Coley and Kursar, in press a).

While the above data strongly indicate that both young and mature leaves of tropical species are substantially better defended than leaves from temperate species, our meta-analysis suggests that the negative impact of defenses on herbivores is similar in temperate and tropical regions (Fig. 4.2). There were large negative effects of plant defenses on herbivores for tropical (−1.06) and temperate (−1.32) systems, and there were no significant differences between the latitudes ($Q_B = 1.18$, df = 1, $P > 0.5$). These results are not inconsistent with the documented latitudinal gradient in plant defenses. In this case, herbivore response is not an adequate measure of severity of plant defense, since many of these studies examined specialist herbivores that are adapted to the defenses of their hosts. Temperate and tropical studies alike have demonstrated that specialists have evolved adaptations to detoxify or sequester the defensive compounds that are unique to their restricted array of host plants (Krieger et al., 1971; Whittaker and Feeny, 1971; Feeny, 1976; Dyer, 1995; Camara, 1997). So, the similar magnitude of the
negative effect of defenses on herbivores across latitudes may result from coevolutionary interactions, where elevated defenses in the tropics are countered by elevated modes of tolerance or detoxification by specialist herbivores.

A more appropriate test of latitudinal differences in the effectiveness of plant defenses was recorded by Miller and Hanson (1989), who conducted experiments and literature reviews to compare development of a naïve generalist herbivore (*Lymantria dispar*) on 658 species of tropical and temperate food plants. Their results were consistent with the hypothesis that tropical plants are better defended: plant chemistry was a good predictor of suitability of host plants, and when tropical plants were added to their assay, the proportion of host plant rejections increased. A more extensive meta-analysis than the one reported here might allow for distinguishing the effects of plant defenses on adapted specialists versus generalists or naïve herbivores; in that case, we predict a greater negative effect of tropical versus temperate plants on the generalist or naïve herbivores.
Plant responses to resource availability

A number of studies on anti-herbivore defenses of plants have proposed relationships between resource availability, plant growth rates, plant vigor, and plant defense relevant to the three models of community structure that we present in our introduction (e.g., Bryant et al., 1983; White, 1984; Larsson et al., 1986; Nichols-Orians, 1991a; Price, 1991b; Herms and Mattson, 1992; Shure and Wilson, 1993; Fig. 4.1). However, in order to make sense of plant responses to resource availability, we must distinguish between interspecific trends, where we compare species that have evolved adaptations to different habitats, and intraspecific trends, where we compare phenotypic responses of plants to short-term changes in resources. These inter- and intraspecific responses are frequently opposite. For example, in chronically resource-poor communities, such as those with low light or poor soils, plants grow slowly and are selected to invest heavily in defenses (Janzen, 1974; Grime, 1979; Coley et al., 1985). This in turn would limit herbivore populations, as predicted by the green desert hypothesis. However, in a given system, changing the availability of resources could either enhance or confound traditional hypotheses of bottom-up control. This is because plastic responses of plants reflect source–sink imbalances (not optimal solutions), and some resources increase growth, while others increase defenses. An example of enhancement of thermodynamic bottom-up control would be under lowered nitrogen conditions: levels of carbon-based defenses will increase, and herbivores will decline because of increased plant defense as well as lower plant biomass. The opposite situation (i.e., contradicting bottom-up predictions) could also result from variation in nitrogen or light availability. Kyto et al. (1996) found that despite predictions by bottom-up models, folivore populations did not increase in response to nitrogen additions, perhaps because of increases in nitrogen-based defenses. Similarly, under low light availability, herbivore populations might be expected to decline because of reduced plant productivity, but they are just as likely to increase because of lower levels of carbon-based defenses (Bryant et al., 1983). Variation in light availability might also affect nitrogen-based defenses (Bryant et al., 1983), which would alter effects of enhanced plant biomass on upper trophic levels. The few studies that have examined associations between resource availability, plant biomass, plant chemistry, and herbivory have yielded inconsistent results (Waterman et al., 1984; Larsson et al., 1986; Bryant et al., 1987; Briggs, 1990; Dudt and Shure, 1994); thus the relationships between these variables need to be examined more
closely. This type of work will enhance bottom-up models by improving our understanding of how communities adapt to different resource levels and how they respond to short-term fluctuations.

**Plasticity in plant defenses**

In an earlier section, we discussed evidence for a latitudinal trend in defenses that results from selection. The data suggest that the optimal level of defense is greater in the tropics. Here we examine plastic responses of plants to variation in light and mineral resources (Bryant et al., 1983; White, 1984; Larsson et al., 1986; Nichols-Orians, 1991a; Price, 1991b; Herms and Mattson, 1992; Shure and Wilson, 1993). Not surprisingly, data from our meta-analysis showed that plants respond to an increase in resources by increasing growth (Fig. 4.2). In addition, there were defense responses consistent with the theory of carbon–nutrient balance (Bryant et al., 1983). This hypothesis suggests that resources in excess of baseline requirements for growth and defense are invested in defenses. Thus, under conditions of high light, carbon-based defenses (e.g., tannins and terpenes) should increase, whereas under nitrogen fertilization, nitrogen-containing compounds (e.g., alkaloids) should increase. In our analysis, increases in nitrogen, phosphorus, and light availability had strong effects on plant defenses. Depending on the resources and the defenses, both positive and negative effects were seen in approximately equal numbers of studies (Fig. 4.2). For example, Nichols-Orians (1991b) found that increased light availability was correlated with increased concentrations of condensed tannins (positive effect of resources), while Mihaliak and Lincoln (1985) found that increased levels of nitrate (from fertilizing) led to decreased concentrations of volatile terpenes (negative effect of resources). Although resource levels clearly influenced plant growth and levels of defense, there were no differences between tropical and temperate systems in the magnitude of effect (resources on plant biomass, $Q_B = 0.19$, df = 1, $P > 0.5$; resources negatively affecting plant defense, $Q_B = 2.16$, df = 1, $P > 0.1$; resources positively affecting plant defense, $Q_B = 0.0016$, df = 1, $P > 0.9$).

**Herbivory**

Levels of herbivory are variable at many different scales of time and space at all latitudes. For example, herbivores generally prefer young leaves over mature ones, but the difference is most dramatic in the tropics (Coley
and Aide, 1991). In addition, within the tropics, leaf damage is significantly less in wet than in dry tropical forests (Barone, in press a), pioneer species have higher levels of herbivory than understory species (Coley, 1988; Nuñez-Farfán and Dirzo, 1989; Marquis and Braker, 1994), and understory plants suffer more herbivory than canopy plants (Lowman, 1985; Barone, in press b).

Despite this variation within latitudes, there is a detectable latitudinal pattern of herbivory. A review of herbivory in tropical versus temperate systems reported that mean folivory was 7% ($n = 13$ studies) in the temperate zone versus 16.6% ($n = 29$ studies) in the tropics (Coley and Barone, 1996). The effect sizes calculated in the meta-analysis support the hypothesis that herbivory is more intense in the tropics and has a greater negative effect on plant biomass and survivorship than herbivory on temperate plants (Fig. 4.2; $Q_B = 31.0$, df = 1, $P < 0.0001$). Despite this difference, the effects of herbivory on plants were large for both temperate ($-1.25$) and tropical ($-2.1$) studies.

Differences in herbivory on young versus mature leaves create a latitudinal pattern that mirrors the pattern of chemical defenses (Coley and Kursar, 1996). In the temperate zone, most of the damage occurs on mature leaves, while in the shade-tolerant species of the tropical wet forests, approximately 75% of the lifetime damage occurs during the short period of leaf expansion. The concentration of herbivores on ephemeral young leaves allows rapid herbivore development and might also select for efficient host-finding abilities in parasitoids.

Because physical and chemical defenses are higher in the tropics, the higher levels of herbivory suggest that herbivore pressure or specialized adaptations to specific plant defenses must also be greater. Our meta-analysis indicates that tropical herbivores probably are better adapted to defenses because the increased levels of tropical defenses do not have a greater negative effect on tropical herbivores when compared to the effect of weaker temperate plant defenses on their herbivores (Fig. 4.2). Some diversity hypotheses suggest that increased levels of specialized herbivory in the tropics help maintain the high diversity of trees (Janzen, 1970; Leigh, 1999). These authors suggest that if the herbivores are specialized, the intense levels of tropical herbivory will keep their host plant rare, allowing other species to coexist. Again, our meta-analysis supports this hypothesis since the tropical herbivores are more likely to suppress overall biomass of superior plant competitors. For example, one of the papers in our meta-analysis (Letourneau and Dyer, 1998b) uncovers a dra-
matic increase in the density of one understory plant (*Piper cenocladum*) when specialist herbivores are suppressed. Since *P. cenocladum* can occur at very high densities (Letourneau and Dyer, 1998b), forests where the plant is suppressed should be able to support higher species richness of understory plants.

**Natural enemies**

In addition to facing a diverse array of plant toxins, herbivores in the tropics may also be subjected to more intense pressure from natural enemies. It has long been thought that predation is more intense in tropical compared to temperate ecosystems (Paine, 1966; Elton, 1973; Rathcke and Price, 1976; Gauld and Gaston, 1994). There are some data that support this hypothesis (Jeanne, 1979) along with some indirect evidence, but very few appropriate comparisons have been made. The most cited indirect evidence that predation is more intense is that important predatory taxa are more diverse in the tropics. Ants provide a clear example of an important group of predators that are more species-rich and abundant in tropical versus temperate systems (Kusnezov, 1957; Fischer, 1960; Wilson, 1971). Jeanne (1979) tested the hypothesis of a latitudinal gradient in ant predation by offering wasp larvae to ants at five locations along a latitudinal gradient and found that rates of predation were significantly greater in the tropics. Our meta-analysis also confirms that natural enemies have strong negative effects on herbivores at all latitudes, but the magnitude of the effect is significantly higher in tropical (−1.89) versus temperate (−1.0) systems (Fig. 4.2; \( Q_B = 21.3, \text{df} = 1, \text{P} < 0.0001 \)).

Overall levels of parasitism are either the same in tropical and temperate systems (Hawkins, 1994) or are slightly higher in tropical systems, despite the fact that for some parasitoid groups diversity is lower and assemblage sizes are smaller in the tropics compared to temperate systems. Hawkins (1994) examined levels of parasitism for over 1200 hosts all over the world and found no latitudinal gradient in mortality, and while he did document a positive relationship between parasitoid species richness and mean parasitism rates, the lower levels of diversity in the tropics were not associated with lower levels of parasitoid-induced mortality. Other rearing studies indicate that levels of parasitism are slightly higher in tropical versus temperate forests. G. Gentry and L. A. Dyer (unpublished data, but also see http://www.caterpillars.org and Dyer and Gentry, 1999) have compiled a five-year database of over 200
species of tropical Lepidoptera and have found that mean yearly levels of parasitism for 55 well-sampled species (17 families) were 32.5% ± 3%. In contrast, mean levels of parasitism across 98 species (13 families) of temperate caterpillars (from a long-term database published in Schaffner and Griswold, 1934 and used by Sheehan, 1991 then by Dyer and Gentry, 1999) were 17% ± 2%. Even if pressure from parasitoids is higher in the tropics than in the temperate zone, it is likely that predation is a more important source of mortality than parasitism in tropical systems while parasitism is more important source of mortality in temperate systems. Hawkins et al. (1997) quantified enemy-induced mortality for 78 species of herbivores and found that predators represent the dominant natural enemy in the tropics, whereas parasitoids are dominant in temperate systems.

An examination of latitudinal trends in plant defenses provides additional indirect evidence for higher pressure from natural enemies in tropical systems. Mature leaves of rainforest species have extremely high concentrations of condensed tannins as compared to temperate ones (Coley and Aide, 1991). Tannins as defenses present a paradox, because they cause herbivores to grow more slowly but also to consume more leaf tissue (Price et al., 1980; Coley and Kursar, in press a). The paradox is solved if prolonged larval development makes herbivores susceptible to predation for longer, as the removal of larvae, particularly in the early instars, will reduce damage to the plant (Benrey and Denno, 1997). Therefore, we would only expect tannins to evolve as a defense if, by slowing herbivore growth, they made larvae more vulnerable to predators. The high tannin levels in mature tropical leaves, and the low abundance of mature leaf feeders, suggests that natural enemies may be quite effective in reducing herbivory in tropical forests (Coley and Kursar, in press a).

**Herbivore defenses**

The large negative effects of plant toxins on herbivores are attenuated by the fact that many specialized herbivores utilize these toxins for their own defense. Studies comparing different defensive mechanisms of herbivores have found chemical defenses to be the most effective against a diverse suite of natural enemies (Dyer, 1995, 1997). Chemical defenses of tropical versus temperate herbivores potentially mirror the defenses found in their host plants: tropical herbivores are generally more toxic
than their temperate counterparts. Both direct and indirect evidence has been accumulated to support this generalization. Sime and Brower (1998) presented direct evidence that tropical Lepidoptera are more toxic than those in temperate latitudes. They demonstrated that the latitudinal gradient in species richness of unpalatable butterflies is greater than the gradient for the Papilionidae, which they use as an average (in terms of palatability) butterfly family. These results should be viewed with caution, since many supposedly toxic groups have never been investigated for toxicity (DeVries, 1987, 1997), and many groups that were thought to be toxic were not toxic to several different invertebrate predators (Dyer, 1995, 1997). In addition, the assumption that the immatures of entire families or subfamilies of butterflies are unpalatable (Sime and Brower, 1998) is unrealistic and has not been supported by empirical data (Dyer, 1995).

The “nasty host hypothesis” (Gauld et al., 1992; Gauld and Gaston, 1994) provides further indirect evidence for the elevated toxicity of tropical herbivores. Many taxa of parasitoid Hymenoptera are not more diverse in the tropics, and one explanation for this could be that tropical hosts are more toxic than extra-tropical hosts. The parasitoid groups that are negatively affected by “nasty” compounds are less diverse in the tropics. Furthermore, diversity of tropical parasitoids is not lower for egg or pupal parasitoids because these stages are usually not chemically defended; likewise diversity is high for tropical parasitoids of herbivores that eat non-toxic plant tissue (Gauld et al., 1992; Gauld and Gaston, 1994). Gauld et al. (1992) also pointed out that the proportion of aposematic insects is higher for many taxa in the tropics and that the tissues of most of these insects are likely to be toxic.

Chemically defended herbivores are often dietary specialists (Duffey, 1980; Bowers, 1990; Dyer, 1995), therefore it is possible that the gradient in herbivore unpalatability (if it does exist) is correlated with a latitudinal gradient in specialization. Limited evidence has been provided in support of such a gradient (Scriber, 1973, 1984; Basset, 1994; Scriber et al., 1995; Sime and Brower, 1998), although there are notable exceptions where chemical and phylogenetic constraints minimize any latitudinal gradients in host plant specialization (Fiedler, 1998). For those groups for which diet breadths are narrower in the tropics, the increased specialization may be a result of plant chemistry (Ehrlich and Raven, 1964) or pressure from natural enemies (Bernays and Graham, 1988), or a combination of these top-down and bottom-up forces (Dyer and Floyd, 1993).
**Tritrophic interactions and trophic cascades**

Tropical ecosystems are generally considered to be more complex, containing longer trophic chains and trophic webs that exhibit more omnivory, intraguild predation, and unpredictable indirect effects. Convincing arguments have been made suggesting that top-down and bottom-up trophic cascades are unlikely to occur in such complex ecosystems. However, studies that have focused on top-down forces have discovered recipient control in terrestrial systems with high diversity that include omnivory and opportunistic diets (Spiller and Schoener, 1994; Dial and Roughgarden, 1995; Floyd, 1996; Moran et al., 1996; Letourneau and Dyer, 1998b; Dyer and Letourneau, 1999a, b; Pace et al., 1999). The concept of distinct trophic levels that exert statistically detectable forces on other levels (whether they be donors or recipients) is useful for community ecology; rather than discarding this concept, more empirical tests are needed to examine the role of omnivory with respect to mediating or mitigating top-down and bottom-up forces. Alternatively, the concept of “effective” trophic levels, in which trophic levels are fractional rather than discrete integers (e.g., $3 = a$ predator with a 100% diet of herbivores, $2.5 = an$ omnivore with a 50% herbivores and 50% plant diet), could be utilized to enhance the predictive power of the major trophic cascades models (Christian and Luczkovich, 1999).

Using either the traditional concept of trophic levels or the new concept of functional trophic levels, very few terrestrial studies have documented clear top-down cascades (as actual indirect effects) anywhere (Letourneau and Dyer, 1998a). This is because it is difficult to control for direct effects of predators and parasitoids on plants (or top predators on herbivores). For example, many of the ant–plant systems in the tropics, which have been used to demonstrate the positive effects of predators on plants, have not measured clear indirect effects because the ants may have considerable positive direct effects on the plant (nutrient procurement), considerable negative direct effects (costs of producing food), or other indirect effects (see Bronstein and Barbosa, chapter 3, this volume). With this caveat in mind, the limited numbers of studies that do exist suggest that top-down cascades occur in terrestrial systems (reviewed by Pace et al., 1999). In fact, the strong negative effects of enemies on herbivores and negative effects of herbivores on plants uncovered by our meta-analysis (Fig. 4.2) support the idea that enemies can have indirect positive effects on plants even if they do shift diets, eat plants, or compete with other con-
sumers. The very few studies in our meta-analysis that directly documented a top-down cascade also support this idea (Fig. 4.2). Effects of enemies on plants were positive for both tropical (1.44) and temperate (0.38) systems, but the effects were significantly greater for the tropics ($Q_B = 6.03, df = 1, P < 0.025$).

The strong top-down (direct and indirect effects) control demonstrated by tropical studies in our meta-analysis included large vertebrate predators and herbivores (e.g., Jedrzejewski et al., 1992; Meserve et al., 1993), which partially addresses Persson’s (1999) criticism that trophic cascades studies have not been appropriately scaled. The results of these studies are also relevant to tropical conservation issues. Terborgh (1992) suggested that top-down cascades are important in Neotropical forests, and he hypothesized that the decline of large mammalian predators due to forest fragmentation and hunting could lead to an increase of mammalian seed predators and a decline in tree species with large seeds. Terborgh’s specific predictions may be incorrect because a correlation between herbivore body size and seed size may not exist (Brewer et al., 1997). However, it is clear that top-down control is important in tropical systems, and various cascading effects may cause tropical conservation problems similar to the negative cascading effects of disappearing coyotes (caused by habitat fragmentation) on bird diversity in temperate communities (Crooks and Soulé, 1999).

**Conclusions**

The main latitudinal trends noticed across the three trophic levels of plant, herbivore, and natural enemy indicate that with respect to temperate ecosystems, the tropics exhibit: (1) increased diversity for most taxa at all three trophic levels, with the exception of some parasitoids, (2) higher levels of plant defenses (mechanical, biotic, and chemical), (3) increased levels of herbivory, (4) more toxic herbivores, and (5) more intense pressure from natural enemies.

Examination of the effect sizes in the meta-analysis revealed that strong top-down and bottom-up forces were detectable in both temperate and tropical systems (Fig. 4.2). Despite the complex trophic structure of tropical communities, distinct trophic levels exert statistically detectable forces on other levels. There was no latitudinal difference in the effect of plant defenses on herbivores, however, top-down effects of predators on herbivores and herbivores on plants were significantly stronger in the
tropics. Thus, if one looks at the relative importance of these forces on community structure, we see quite surprising and distinct patterns in the different systems. In temperate systems, plant chemistry appears to have a stronger ecological impact on herbivores than do natural enemies, even though levels of defense are relatively low. On the other hand, in tropical systems natural enemies seem to be more important than plant defenses. Thus, controls on community organization may follow different rules along a latitudinal gradient.

Why do we see these latitudinal differences, with top-down controls being relatively more important in the tropics? We offer several speculative suggestions. First, the exploitation ecosystem hypothesis posits that greater productivity should favor top-down control because when plant productivity is high, as in the tropics, sufficient resources will be available to allow natural enemies to act as “effective trophic levels” that control herbivore populations (Fretwell, 1977; Oksanen et al., 1981). Second, because tropical climates are more favorable year round, populations of both herbivores and natural enemies do not suffer severe seasonal crashes. This should lead to a more reliable presence of an effective third trophic level in tropical communities. And finally, because natural enemies are predictable due to benign tropical climates, plants have had the evolutionary opportunity to enlist the help of natural enemies in controlling herbivores (Coley and Kursar, in press b). For example, tropical plants more frequently have extrafloral nectaries. They also have twice the levels of tannins and toughness, which slow herbivore growth and increase their susceptibility to natural enemies. Thus, we suggest that the high, year-round productivity of the tropics may be an important factor leading to the observed gradient in trophic controls.

Many aspects of trophic cascades models remain untested in tropical or temperate systems. Most studies have focused on biomass at different trophic levels, and very few studies have examined top-down effects of predators on plant community structure or bottom-up effects of plant resources on animal community structure (Persson 1999). Clearly, more empirical studies are needed to understand the scope of trophic cascades and the conditions under which they occur. Future studies should attempt to test the effects of top-down cascades on plant community structure and bottom-up cascades on consumer community structure, and investigators should utilize creative approaches, such as examining effective trophic levels (Christian and Luczkovich, 1999), to
alleviate some of the problems pointed out by critics of trophic cascades theory (Polis and Strong, 1996). These studies will undoubtedly reveal some of the mechanisms driving the strong latitudinal gradient in species diversity.
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Endophytic fungi and interactions among host plants, herbivores, and natural enemies

Introduction

Plant-associated microbes are well known for mediating interactions between plants, herbivores, and natural enemies. Plant pathogens may increase or decrease host resistance to invertebrate herbivores and alter attack by natural enemies of the herbivores (e.g., Hatcher, 1995). Mycorrhizal associations alter plant nutrition and growth and thus indirectly influence herbivores feeding upon host plants (e.g., Gehring and Whitham, 1994; Gehring et al., 1997) as well as their natural enemies. Endophytic fungi (fungi that live asymptotically within plants, at least for part of their life cycle), however, are the only plant-associated microorganisms that are postulated to directly increase host plant defenses against both vertebrate and invertebrate herbivores (Carroll, 1988; Clay, 1988). Endophytic fungi have been considered as “acquired chemical defenses” (Cheplick and Clay, 1988) in grasses and “inducible defenses” and herbivore “antagonists” in woody plants (Carroll, 1988, 1991).

Endophytic fungi are very abundant and often extremely diverse in both woody (e.g., Carroll, 1991; Faeth and Hammon, 1997 a, b; Stone and Petrini, 1997; Arnold et al., 2000) and grass host plants (Leuchtmann, 1992; Saikkonen et al., 1998; Schulthess and Faeth, 1998). The main mechanism for increased plant resistance to herbivores is the production of mycotoxins. Additionally, endophytes may also alter plant physiology and morphology (Clay, 1990; Bacon, 1993), similar to mycorrhizal associations. Endophytic mycotoxins, notably alkaloids, are now well documented for some systemic endophyte infections in pooid grasses, but far less so for the more diverse and localized infections in grasses and woody plants.
(Petrini et al. 1992; Siegel and Bush, 1997; Saikkonen et al., 1998). Some endophytes in woody plants have been shown to increase host plant resistance to insect herbivores, especially sedentary insects, such as galling insects (Wilson and Carroll, 1997). However, the vast majority of this diverse group of microorganisms probably are neutral, and even occasionally positive (e.g., Gange, 1996), in their interactions with host plant herbivores (Faeth and Hammon, 1996, 1997a, b; Saikkonen et al., 1998). These endophytes generally form localized infections, are horizontally transmitted via spores, and most have little effect on either the host plant or herbivores (Saikkonen et al., 1998). Consequently, we should not expect widespread and strong effects on the third trophic level, natural enemies (but see Preszler et al., 1996).

In this chapter, we examine the generality of increased host plant resistance via endophytic fungal associations. We focus largely on the systemic, specialized endophytes inhabiting pooid grasses because: (1) these associations have been studied much more than other endophyte–host plant interactions, (2) alkaloidal mycotoxins responsible for increased herbivore resistance are fairly well known, and (3) the interactions of systemic endophytes with their hosts are considered strongly mutualistic. Thus, if plant defenses via endophytes are common in nature, we expect they should be especially evident in these grass–endophyte associations. Further, we predict that any effects of endophytes on the third trophic level should also be most prominent in these systems compared to endophytes that non-systemically infect grasses and to those that infect plants other than grasses.

**Grass systemic endophytes**

**Background**

Systemic endophytes of cool season grasses in the Pooideae subfamily are typically members of the ergot family, Clavicipitaceae (Ascomycota). Most of these endophytes are found as the anamorphic (asexual) stage and are transmitted vertically by growing into seeds of maternal plants (Clay, 1988; Schardl et al., 1997). Other clavicipitaceous, systemic endophytes (e.g., Balansia) and epiphytes (e.g., Atkinsonella) may produce mycotoxins that affect herbivores and natural enemies (Clay, 1989), but they, for the most part, negatively affect their host plants by producing stromata which sterilize the host. Thus, these fungi are not considered strongly mutualistic in terms of increasing host plant resistance to herbivores.
These endophytes and their effects on herbivores have been reviewed elsewhere (e.g., Clay 1988, 1989, 1991, 1998; Breen, 1994; Saikkonen et al., 1998) and we do not consider them further here. Instead, we focus on *Epichloë* and *Neotyphodium*, systemic endophytes of cool-season grasses. There are at least nine known described species of *Epichloë* (Scharzl and Leuchtmann, 1999) and at least eight species of *Neotyphodium* (Clay, 1998). However, many others are yet undescribed taxonomically (e.g., White, 1987; White et al., 1996; Miles et al., 1998; Marshall et al., 1999) and still others yet to be discovered and isolated from host grasses (e.g., Leuchtmann, 1992).

Exclusively asexual forms of *Epichloë* have been classified by convention as the genus *Neotyphodium* (formerly *Acremonium* sect. *Albo-lanosa*: Glenn et al., 1996). While *Neotyphodium* is always transmitted vertically (Type III infection: Scharzl and Phillips, 1997), strains of *Epichloë* can either be transmitted vertically via seeds or horizontally (Type II infection). *Epichloë* can produce stromata in grass inflorescences that produce disease conditions (choke panicle) and both asexual and sexual spores (Bucheli and Leuchtmann, 1996). Production of stromata depends both on the *Epichloë* strain and environmental conditions (Scharzl et al., 1997) which, in turn, can affect the outcome of the interaction. Vertically transmitted *Epichloë* are more mutualistic relative to the host grass than those strictly horizontally transmitted *Epichloë* (Bucheli and Leuchtmann, 1996; Scharzl and Clay, 1997; Scharzl et al., 1997).

Asexual *Neotyphodium* endophytes, alternatively, are always transmitted from maternal plant to offspring (Type III infection), similar to cytoplasmic organelles (Siegel and Scharzl, 1992; Scharzl and Tsai, 1992; White et al., 1993a, b; but see White et al., 1996). Evolutionary theory (Law, 1985; Lewis, 1985; Massad, 1987; Ewald, 1988, 1994; Marquis and Alexander, 1992; Frank, 1994) predicts that vertically transmitted strains of *Epichloë* and especially *Neotyphodium* endophytes should exhibit a high degree of mutualistic interaction with the host plant and a high degree of specificity. For the seed-borne endophytes in *Festuca* species of grasses, molecular phylogenetic studies support this prediction, showing a high degree of specificity, suggesting long evolutionary relationships with the host plant (An et al., 1992, 1993; Scharzl and Tsai, 1992; Scharzl et al., 1994, 1997). Molecular phylogenies suggest that *Neotyphodium* endophytes evolved from parasitic, pathogenic strains of *Epichloë* species on multiple occasions (White, 1988; Scharzl and Clay, 1997) and may have diversified via hybridization with several *Epichloë* species, at least in perennial
rye-grass and tall fescue (e.g., Schardl et al., 1994, 1997; Tsai et al., 1994; Schardl and Phillips, 1997).

**Effects on vertebrate herbivores**

Undoubtedly, the presence of *Neotyphodium* and *Epichloë* endophytes inhabiting pasture and turf grasses, such as tall fescue and perennial rye-grass, have dramatic biological effects on vertebrate grazers. Endophyte infections in these introduced grasses cause toxicoses to grazing livestock (Reddick and Collins, 1988; Clay, 1989, 1990, 1991, 1992; Ball et al., 1993; Hoveland, 1993). In perennial ryegrass (*Lolium perenne*), *Neotyphodium*-linked ergot and indole diterpene-type (e.g., lolitrem B) alkaloids produce staggers, intoxication, and general poor health in sheep and cattle. In tall fescue (*Festuca arundinacea*), pyrrolizidine (lolines) and ergot-type alkaloids cause gangrene of extremities, reduced conception, and general poor health in livestock (see Siegel and Bush, 1996; Bush et al., 1997).

However, while cases of livestock toxicity are well known from tall fescue and perennial ryegrass introduced to North America (Clay, 1988, 1991; Siegel and Schardl, 1991), these grasses appear much less toxic to vertebrates in their native ranges (Siegel and Bush, 1996). Infected tall fescue and perennial ryegrass in native habitats tend to produce far fewer types and lower levels of alkaloids than in the introduced and cultivated varieties of these grasses (e.g. Siegel and Bush, 1997; Saikkonen et al., 1998). Most populations contained only one type of alkaloid (peramine) rather than the three to four types typically found in introduced tall fescue and perennial ryegrass (Saikkonen et al., 1998). Also, tall fescue in native habitats appears to be far less dominant and invasive (Saikkonen, 2000) than its agronomic counterpart in the USA (Clay and Holah, 1999), suggesting reduced competitive advantages related to grazing in native habitats (Saikkonen, 2000).

There are surprisingly few examples of *Epichloë* and *Neotyphodium* endophytes in native grasses with marked biological effects on vertebrate herbivores (Table 5.1) given the widespread occurrence of these endophytes in grasses. Systemic *Epichloë* or *Neotyphodium* endophytes are known from all tribes and most genera in the subfamily Pooideae, including Poeae (Festucaceae), Aveneae, Meliceae, Triticeae, Brachypoideae, and Bromeae. Also, if one considers Stipeae as a tribe within the subfamily Arundinoideae (e.g., Barkworth and Everett, 1988), then these endophytes may also occur across grass subfamilies because *Neotyphodium* is found
<table>
<thead>
<tr>
<th>Grass</th>
<th>Endophyte</th>
<th>Herbivore</th>
<th>Effect</th>
<th>Continent&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Reference&lt;sup&gt;b&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Achnatherum (Stipa) robusta (sleepy grass)</td>
<td>Neotyphodium</td>
<td>Horses/sheep</td>
<td>Narcotic</td>
<td>NA</td>
<td>1, 2, 8</td>
</tr>
<tr>
<td>Achnatherum inebrians (drunken horse grass)</td>
<td>Neotyphodium</td>
<td>Cattle</td>
<td>Narcotic</td>
<td>AS</td>
<td>3, 4</td>
</tr>
<tr>
<td>Lolium temulentum (Darnel)</td>
<td>Neotyphodium</td>
<td>Livestock</td>
<td>Toxicoisis</td>
<td>EU, AS</td>
<td>7, 9</td>
</tr>
<tr>
<td>Lolium perenne (perennial rye grass)</td>
<td>Neotyphodium</td>
<td>Cattle/sheep</td>
<td>Staggers</td>
<td>NA, NZ, AU</td>
<td>5</td>
</tr>
<tr>
<td>Poa huecu (drunk grass)</td>
<td>Neotyphodium&lt;sup&gt;c&lt;/sup&gt;</td>
<td>Livestock</td>
<td>Staggers</td>
<td>SA</td>
<td>7</td>
</tr>
<tr>
<td>Melica descumbens</td>
<td>Neotyphodium</td>
<td>Livestock</td>
<td>Staggers/</td>
<td>AF</td>
<td>6, 7</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>narcotic</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Echinopogon ovatus</td>
<td>Neotyphodium-like?</td>
<td>Cattle/sheep</td>
<td>Staggers</td>
<td>AU, NZ</td>
<td>7</td>
</tr>
<tr>
<td>Festuca argentina</td>
<td>Neotyphodium&lt;sup&gt;c&lt;/sup&gt;</td>
<td>Livestock</td>
<td>Toxicoisis&lt;sup&gt;c&lt;/sup&gt;</td>
<td>SA</td>
<td>8</td>
</tr>
<tr>
<td>Festuca arundinacea (tall fescue)</td>
<td>Neotyphodium</td>
<td>Cattle/sheep</td>
<td>Toxicoisis&lt;sup&gt;c&lt;/sup&gt;</td>
<td>NA</td>
<td>5</td>
</tr>
<tr>
<td>Festuca hieronymi</td>
<td>Neotyphodium&lt;sup&gt;c&lt;/sup&gt;</td>
<td>Livestock</td>
<td>Toxicoisis&lt;sup&gt;c&lt;/sup&gt;</td>
<td>SA</td>
<td>8</td>
</tr>
</tbody>
</table>

Notes:
<sup>a</sup> NA, North America; AS, Asia; EU, Europe; SA, South America; AU, Australia; NZ, New Zealand.
<sup>b</sup> 1, Marsh and Clawson (1929); 2, Kaiser et al. (1996); 3, Bruehl et al. (1994); 4, Miles et al. (1996); 5, Clay (1991); 6, White (1987); 7, Miles et al. (1998); 8, Powell and Petroski (1992); 9, Parodi (1950); 10, Moon et al. (2000).
<sup>c</sup> Toxicity caused by Neotyphodium unconfirmed.
in *Achnatherum (Stipa)*. Leuchtmann (1992) reported that about 290 grass species are infected by systemic clavicipitaceous endophytes, or about 4% of 8000 known grass species. Leuchtmann (1992), however, considered this as a very conservative estimate, since relatively few grass species have been systematically studied. He estimated that at least 20%–30% of grass species (1600–2400 species) harbor systemic endophytes. Of the 3000+ species of the Pooideae (MacFarlane, 1988), we can expect conservatively 20%–30% are likewise infected with *Epichloë* or *Neotyphodium*. In fact, new discoveries of *Neotyphodium* endophytes appear to be accelerating as more native grasses are tested (e.g., White, 1987; White et al., 1993, 1996; Li et al., 1997; Marlatt et al., 1997; Miles et al., 1998; Marshall et al., 1999; Nan and Li, 2001; Saikkonen et al., 2001).

Neutral or positive effects of grass endophytes on vertebrates are probably underreported (e.g., Carroll, 1991). In contrast, there are probably very few unreported cases of strong negative effects of endophytes on vertebrates. The biological effects of endophyte poisoning on livestock are often striking, and many cool-season grasses are important forage for livestock and wildlife. This contention is borne out by very old reports in botanical, ecological, and agronomic literature of toxic or narcotic grasses, long before the endophytic mechanism of toxicity was known (Hance, 1876; Vogl, 1898; Bailey, 1903; Freeman, 1904; Marsh and Clawson, 1929; White, 1987; Miles et al. 1998).

Comprehensive studies of the effects of systemic endophytes in native grasses on vertebrate grazers are scarce, but they suggest that negative effects on vertebrates are uncommon. Contrary to predictions of the anti-herbivory hypothesis, our studies of Arizona fescue show no relationship between frequency of endophytes infection and livestock and native ungulate grazing (Saikkonen et al., 1998, 1999, Schulthess and Faeth, 1998). In a recent study of *Elymus canadensis*, wild ryegrass, in North American grasslands, infection by *Neotyphodium* is common and widespread but apparently has little or no effect on grazing mammals (Vinton et al., 2001). In Morocco, *Neotyphodium*-infected *Festuca mairei*, a native grass, apparently does not deter cattle grazing, but does confer drought resistance (Marlatt et al., 1997). Many native grasses in China, although infected by *Neotyphodium*, usually are not toxic to livestock (Nan and Li, 2001).

Even reported cases of strong herbivore resistance to vertebrate grazing (Table 5.1) may be exaggerated. For example, *Achnatherum (Stipa)*
robusta, termed “sleepy grass” for its strong narcotic effects on horses (e.g., Petroski et al., 1992), is toxic in only a few isolated populations in the Sacramento Mountains in New Mexico. Forty-eight other populations from across the southwestern USA harbor high frequencies of endophyte infection but do not exhibit narcotic or toxic effects on livestock (Jones et al., 2000). In another case, Miles et al. (1998) reports that toxicity of infected Echinopogon ovatus is limited to only certain populations, and other Echinopogon species infected with Neotyphodium are not toxic to livestock. Finally, two other oft-cited grasses in Table 5.1 causing strong vertebrate toxicity, Lolium perenne and L. temulentum, are not toxic in many populations within their native range, and in many introduced, agronomic populations (Bor, 1973). Apparently, only the seeds of L. temulentum are toxic to vertebrates in populations where vertebrate toxicity is known (Bor, 1973). This evidence supports the hypothesis that alkaloids of seed-borne endophytes should be most effective at seed and seedling stages, rather than adult plant stage (see section “Alternative hypotheses for diversity and maintenance of systemic endophytes,” below).

**Effects on invertebrate and microherbivores**
In addition to deterring vertebrate herbivory, systemic endophytes in grasses are also well known for increasing resistance to invertebrate herbivores and pathogenic microorganisms (Clay, 1987a, 1988, 1989, 1990, 1991; Carroll, 1988; West et al., 1988; Gwinn and Bernard, 1990; Kimmons et al., 1990; Dahlman et al., 1991; Clay et al., 1993; Breen, 1994). Resistance to insect pests in tall fescue appears to result from high levels of peramine and pyrrolizidine (loline) alkaloids produced by the endophyte (Siegel and Bush, 1996, 1997). Clay (1989, 1991: Table 17.1) presents a list of 14 pooid and 10 non-pooid endophyte-infected grass species known to have increased resistance to insect pests. Most of the grasses and invertebrate species tested thus far, however, are non-native, agronomic grasses and generalist pest species introduced to North America. One would expect that native specialists are less affected by alkaloids in their host plants (Saikkonen et al., 1998) so any conclusions regarding the generality of endophytes increasing resistance to invertebrates must be tempered since few native grass/invertebrate systems have been examined.

Even in the agronomic grass/insect pest studies, systemic endophytes
do not always increase, and, in some cases, may decrease, resistance to herbivores. Saikkonen et al. (1998) summarized studies of agronomic grasses and found only 66% and 71% of bioassays showed negative effects of infected tall fescue and perennial ryegrass, respectively, on invertebrates. These percentages are surprisingly low because endophyte infection in these introduced grasses are thought to be universally detrimental to insect herbivores. Selective breeding, low genetic diversity, and intense grazing selection apparently have selected for endophytes that produce unusually high levels and multiple types of alkaloids relative to most known infected grasses, but even these do not always increase herbivore resistance (Saikkonen et al., 1998).

Relatively few native grass populations and their systemic endophytes have been studied for effects on native invertebrate herbivores. We have extensively tested the role of *Neotyphodium* in Arizona fescue (*Festuca arizonica*), a native southwestern US grass, in resistance to a variety of native and non-native invertebrates. We have found either no increase in resistance or decreases in resistance due to the presence of *Neotyphodium* (Lopez et al., 1995; Saikkonen et al., 1999; Tibbets and Faeth, 1999). Infected Arizona fescue produces one type of alkaloid, peramine, and at highly variable levels within and among populations (L. P. Bush and S. H. Faeth, unpublished data). Since these low and variable levels of alkaloids appear typical of many *Neotyphodium*-infected native grasses (Siegel and Bush, 1997; Saikkonen et al., 1998; Leuchtmann et al., 2001), we predict that resistance to invertebrate herbivores should not be common in *Neotyphodium*-infected native grasses, and certainly less frequent than invertebrate resistance found in agronomic grasses.

**Herbivory on grasses: the raison d’être for endophytes?**

Increased resistance to herbivores has been postulated as the main selective pressure maintaining high frequencies of *Epichloë*, and especially, *Neotyphodium*, endophytes in pooid grasses (Clay, 1988, 1991, 1998; Siegel and Schardl, 1991). This hypothesis is partially supported in that most cases of strong anti-herbivore effects are associated with seed-borne endophytes. Vertically transmitted symbionts are predicted to be more mutualistic with their hosts than horizontally transmitted endophytes by evolutionary theory (Law, 1985; Massad, 1987; Ewald, 1988, 1994; Marquis and Alexander, 1992; Frank, 1994; Schardl et al., 1997; Wilkinson and Schardl, 1997). One expects frequent and strong anti-herbivore mutualisms (e.g., Clay, 1998) since endophyte and host growth and reproduction
are closely linked. Further, since most *Epichloë* or *Neotyphodium* endophytes produce some alkaloids (Siegel and Bush, 1997), albeit often at low levels (Saikkonen *et al.*, 1998, 1999), systemic endophytes generally have the basic metabolic pathways in place for alkaloid production. Additionally, variation in alkaloid types and levels exists within and among populations of infected grasses (Siegel and Bush, 1997) and is genetically based (Wilkinson *et al.*, 2000). For example, peramine levels in infected Arizona fescue plants range from zero to $>3$ ppm within the same population (S. H. Faeth and L. P. Bush, unpublished data). Thus, one would expect that if herbivory exerts strong selective pressure, then high concentrations and numerous types of alkaloids should characterize many more endophyte–grass associations. This begs the question: why aren’t there more cases of systemic, vertically transmitted endophytes resulting in strong anti-herbivore effects? Possible explanations include:

1. Herbivory on adult plants may not be a strong selective force in maintaining endophytes that produce high levels of alkaloids. The effects of herbivory on plant fitness are highly variable and often indirect (e.g., Crawley, 1983; Marquis, 1992) and in some cases, absent or even positive (e.g., Paige and Whitham, 1987). For grasses, these effects may even be weaker due to the evolutionary trajectory taken by graminoids to tolerate grazing with adaptations like below- or near-ground meristematic tissue, rather than evolving defense against herbivores (Crawley, 1983; Strauss and Agrawal, 1999). Intensive livestock grazing and even herbivory by insect pest species (Siegel and Bush, 1996) may change competitive abilities of grasses and lead to higher frequencies of infected agronomic grasses (Clay, 1996, 1998; Rambo and Faeth, 1999). However, grazing pressure by vertebrates in natural grasslands is generally less intense and more sporadic than agronomic pastures. Likewise, herbivory by insect pest species is often persistent and severe on agronomic grasses of low genetic diversity grown in near monocultures (Siegel and Bush, 1996). In natural grasslands, increased plant diversity and host plant heterogeneity, as well as increased natural enemy attack (e.g., Barbosa and Schultz, 1987), generally act to reduce herbivore loads relative to agronomic pastures and lawns.

2. The prevalence of mutualisms tends to be greatest under stressful environmental conditions where the partnership ameliorates the stress (e.g., Hacker and Gaines, 1997). Maintenance of high frequencies of endophytes may be more related to continuously stressful abiotic factors, such as low water and nutrient availability, rather than inconsistent and unpredictable herbivory. Indeed, infections increase
resistance to drought (see below) and there is some evidence that endophytes, like mycorrhizal counterparts, may enhance nutrient uptake by altering root structure and releasing phenolic acids into root zones (Malinowski et al., 1998; Malinowski and Belesky, 1999).

3. Alkaloid production by endophytes is costly to the host plant. Synthesis of nitrogen-rich alkaloid compounds by endophytes may compete with host plant requirements for limited nitrogen. Experiments of Cheplick et al. (1989) found that infected tall fescue performed worse than uninfected plants under conditions of low soil nitrogen, but the benefits of infection increased with increasing nitrogen. Since most non-native, agronomic grasses are grown under conditions of supplemented soil nutrients, alkaloid levels and, consequently, effects on herbivores may be exaggerated relative to native grasses and soils (Saikkonen et al., 1998). We have found that supplementing soil nutrients to Arizona fescue increases peramine levels twofold. This result suggests that alkaloid production may be limited by available soil nutrients (S. H. Faeth and L. P. Bush, unpublished data), but also suggests that endophyte mutualisms may not be common in nutrient stressful situations (see previous section) unless enhanced nutrient uptake for the hosts outweighs competition for nitrogen by endophyte alkaloid production. In addition to metabolic costs of production, Carroll (1991) suggested that some mycotoxins might directly damage the host plant, and alkaloids, at least those produced by plants, are known to damage plants at high concentrations (Karban and Baldwin, 1997). Finally, alkaloid production by endophytes may also inhibit mycorrhizal colonization and reproduction (Chu-Chou et al., 1992; Goldson et al., 1992) and thus exacerbate nutrient uptake and limitation of the host grass.

4. Plant genotype effects on resistance to herbivores, drought and nutrient stress, and other selective pressures may subsume endophyte effects. Even in agronomic grasses with limited genetic diversity, drought resistance may depend on genotypic variation between the host grass and endophyte (Elbersen and West, 1996; Buck et al., 1997). In Arizona fescue, we have found that plant genotype usually explains more variation in plant growth and reproduction than the presence or absence of the endophyte, under varying nutrients and water regimes (Saikkonen et al., 1999; T. J. Sullivan and S. H. Faeth, unpublished data).

Alternative hypotheses for diversity and maintenance of systemic endophytes
Clavicipitaceous endophytes, especially *Epichloë*, and *Neotyphodium* are widespread and diverse among grass host species. When present in popu-
lations, frequencies of endophytes tend to be high (Leuchtmann and Clay, 1997; Saikkonen et al., 1998). Asexual and vertically transmitted Neotyphodium symbionts are never gained and can only be lost from plants, either by failure of hyphae to grow into seed heads or tillers (imperfect transmission: Ravel et al., 1997) or loss of hyphal viability in seeds or plants (e.g., Siegel et al., 1984; but see White et al., 1996). Therefore, positive selective pressures must maintain high frequencies in populations, because if neutral or negative, then frequencies should rapidly decline. What other explanations are there for the widespread occurrence of systemic, seed-borne endophytes across grass genera and maintenance of high levels within many species? We suggest several alternative explanations. These are not novel and have been discussed elsewhere (e.g., Siegel and Latch, 1987; Clay, 1988, 1991; Siegel and Schardl, 1992; Bacon, 1993; Breen, 1994; Schardl and Phillips, 1997; Siegel and Bush, 1997). However, these hypotheses have traditionally been relegated as secondary to the herbivore defense hypothesis (Saikkonen et al., 1998). The alternatives include:

**Endophytes increase resistance to seed and seedling predators and pathogens**

Loss of seeds and seedlings to predators (we group seedling “herbivores” as predators, since herbivory by either vertebrates or invertebrates often results in death) and pathogens directly reduces plant fitness. Endophytes in agricultural grasses may enhance germination success and seedling survival (Clay, 1987b; Bacon, 1993; Clay et al., 1993, 1998), and the seed and seedling stages are usually critical stages influencing plant population dynamics (e.g., Louda, 1983). Production of alkaloids, if primarily effective against seed and seedling predators, should be concentrated in these life stages. Indeed, limited studies have shown that alkaloids tend to be concentrated in seeds and seedlings (Siegel et al., 1990; Bush et al., 1993, Welty et al., 1994). In infected agronomic grasses, seed predation by invertebrates and vertebrates is reduced (Wolock-Madej and Clay, 1991; Knoch et al., 1995). Leuchtmann et al. (2000) found that alkaloids were particularly high and diverse in seeds of native European grasses where the endophyte was strictly seed-borne. It is possible that alkaloids are concentrated in seeds simply because hyphae are more dense there, but protection against seed or seedling predators remains a viable hypothesis. If alkaloids reduce herbivory, then we predict their effects should be greatest at the seed and seedling stage. Since alkaloids are costly to produce,
accumulation in the seed and seedling stage may be most cost-effective. The presence of alkaloids in adult stages of grasses may be, under most circumstances, ancillary, or even incidental, to seed and seedling production.

Tests of seedling protection against pathogens are rare for native grasses. We have found no difference in seedling mortality from other seed-borne fungi between infected and uninfected Arizona fescue seed (C. E. Hamilton and S. H. Faeth, unpublished data). However, we did find that growth of potential seed pathogens was delayed in Neotyphodium-infected seeds compared to uninfected seeds, suggesting an anti-fungal effect of the endophyte.

Endophytes confer drought tolerance
The presence of N. coenophialum in introduced tall fescue increases resistance to drought stress (Richardson et al., 1992, 1993; Piper and West, 1993, West et al., 1993, 1995; Elbersen et al., 1994; West, 1994), manifested by higher tiller survival during and improved regrowth after drought (Read and Camp, 1986; Arachevaleta et al., 1992; Bacon, 1993; Elbersen et al., 1994). The mechanisms for increased drought resistance in infected tall fescue appear to involve a combination of factors including: lower leaf conductance and more leaf-rolling during drought periods (Elbersen et al., 1994; West, 1994; Elbersen and West, 1996), changes in hormonal signals (Bacon and White, 1994), higher water-use efficiency (Richardson et al., 1990, in Bacon and White, 1994; Bush et al., 1993), greater capacity for osmotic adjustment and turgor maintenance in leaves (West et al., 1995; Elmi and West, 1995), and accumulation of polyhydroxol alcohols (polyols, such as glycerol: see refs. in Bacon, 1993; Bacon and White 1994) or the amino acid proline (Bacon, 1993).

In SHF’s laboratory, studies with Arizona fescue (Lopez et al., 1995; Saikkonen et al., 1999; T. Day and S. H. Faeth, unpublished data) indicate that leaves of infected plants have higher water contents, lose water more slowly, and thus maintain higher turgor pressure, than leaves of uninfected plants. Furthermore, infected plants produce more root biomass than uninfected plants (Saikkonen et al., 1999). Currently, we are conducting long-term, controlled experiments where we: (1) control plant genotype (by fungicidal removal of Neotyphodium), and (2) vary water and nutrients. Preliminary results indicate that the presence of the endophyte increases growth rate of plants, but only under conditions of very low moisture and nutrients.
Drought resistance may be particularly important during establishment of seedlings. For example, germination of Arizona fescue seeds occurs during late summer rains, which are followed by a dry period until winter precipitation begins in November–December. Therefore, new seedlings typically experience very low soil moisture. Our preliminary evidence suggests that survival during this period is critical and is related to *Neotyphodium* infection. In a 1999 field experiment, post-germination survival of infected seedlings was significantly greater than that of uninfected seedlings ($G = 4.94, df = 1, P < 0.05$).

Endophytes increase resistance to other abiotic factors

Many grassland systems have been historically maintained and characterized by fires (e.g., Cooper, 1960). Resistance to periodic fires may explain high frequency of *Neotyphodium* infections (Saikkonen *et al.*, 1998). Our preliminary studies on long-term, prescribed burn plots in Arizona do not support, however, the hypothesis that fire maintains frequency of infection. We know of no other studies that have examined the interactions of fire and endophytic infections, although fire is well known for altering mycorrhizal interactions with host plants (e.g., Taylor, 1991).

K. Saikkonen and M. Helander (personal communication) report that endophyte infections may also increase overwintering success. Most cool-season, perennial grasses undergo senescence and then regrowth after the winter season. Survival during prolonged and severe cold periods may be related to more extensive roots of infected plants (Saikkonen *et al.*, 1999) or endophyte production of polyols that are also known to function as anti-freeze compounds in cold-adapted organisms (Hochachka and Somero, 1984).

Endophytes increase intra- and interspecific competitive abilities of host grasses

*Neotyphodium* endophytes, at least in tall fescue and perennial ryegrass, are well known for enhancing growth, and thus competitive abilities, of grasses (Cheplick and Clay, 1988; Cheplick *et al.*, 1989; De Battista *et al.*, 1990; Hill *et al.*, 1990; Kelrick *et al.*, 1990; Marks *et al.*, 1991; Clay, 1990; Clay *et al.*, 1993; Latch, 1993). Increase in competitive ability is not exclusive of the other aforementioned hypotheses. Increased competitive success is a general phenomenon that may be mechanistically linked to increased drought, fire or winter cold resistance, and nutrient uptake (Malinowski *et al.*, 1998; Malinowski and Belesky, 1999) and mediated by biotic factors such as herbivores and pathogens (Cheplick and Clay, 1988; Arachevaleta
et al., 1992; Clay et al., 1993). Endophytes may also enhance interference competition if mycotoxins leach into surrounding soils and inhibit germination or growth of uninfected conspecifics or other plant species (e.g., Clay and Holah, 1999).

We argue that herbivory, often considered the primary factor driving ecology and evolution of endophyte–host plant interactions, is simply one of many explanations. We can predict when herbivory should be important in maintaining infected plants from ecological theory and previous empirical studies. Endophyte-mediated defense against herbivores should be most common when: (1) herbivory is intense and predictable in time and space (e.g., Karban and Baldwin, 1997), (2) the herbivores are generalists that cannot detoxify fungal alkaloids, and (3) the costs of alkaloid production and accumulation are low relative to anti-herbivory benefits (Carroll, 1991). Assuming the major cost of harboring alkaloid-producing endophytes is competition for limiting nitrogen, then we should find endophytes that confer strong anti-herbivore resistance in relatively nitrogen-rich habitats that are consistently grazed upon by invertebrate or vertebrate herbivores. Not coincidentally, most examples of grasses harboring endophytes that confer strong anti-herbivore properties come from agricultural or turfgrass systems, where these conditions are usually fulfilled.

In these agronomic systems, we may expect that effects of endophytes on the third trophic level, natural enemies, should also be more pronounced than most native grass–endophyte interactions in natural communities. In the next section, we review evidence for third trophic level effects in these systems and describe ongoing experiments to test for these effects.

**Endophytes and the third trophic level, natural enemies**

The incorporation of the third trophic level must be considered to fully understand interactions between herbivores and their host plants (Price et al., 1980). Just as endophytes may influence herbivores, they may also affect natural enemies of those herbivores. Because systemic, seed-borne *Neotyphodium* endophytes have a more consistently, although still quite variable, negative impact on herbivores than do vertically transmitted *Epichloë* species (see sections “Effects on vertebrate herbivores” and “Effects on invertebrate and microherbivores,” above), we predict third trophic level effects should be more common in the *Neotyphodium*-infected grasses. Due to the paucity of studies on vertebrate natural
enemies, we concentrate our discussion on the effects of endophytes on natural enemies of invertebrate herbivores. At least for agronomic grasses, recent studies suggest that endophytes may indeed alter attack by natural enemies in several different ways.

**Endophytes indirectly influence natural enemies by altering herbivore development time**

The slow growth–high mortality hypothesis (SG–HM) (Clancy and Price, 1987) states that nutritional quality or allelochemistry can prolong larval development rate of herbivores. Slower development prolongs exposure of herbivores to their predators and parasites (Feeny, 1976; Clancy and Price, 1987). While intuitively pleasing, empirical tests of the SG–HM hypothesis have provided only mixed support (Bouton, 1984; Weseloh, 1984; Clancy and Price, 1987; Damman, 1987; Craig et al., 1990; Loader and Damman, 1991; Johnson and Gould, 1992; Benrey and Denno, 1997). The strongest evidence for the hypothesis appears to come from free-ranging folivores that are more vulnerable to enemy attack rather than herbivores, like miners, gallers, and borers, that are concealed in plant tissue (Benrey and Denno, 1997).

Herbivores feeding on endophyte-infected plants may experience prolonged development perhaps because of alkaloidal mycotoxins. Delayed development while feeding on endophyte-infected grasses has been reported for several herbivores (Clay et al., 1985; Hardy et al., 1985, 1986; Breen, 1994; Popay and Rowan, 1994). Under the SG–HM hypothesis, one might expect greater enemy-caused mortality of insects, particularly free-ranging folivores that are feeding on agronomic grasses (see section “Effects on invertebrate and microherbivores,” above). Effects of grass endophytes on herbivore development, however, are not always negative, and are often neutral (Clay et al., 1985; Saikkonen et al., 1998; Tibbets and Faeth, 1999) as well as positive (Clay et al., 1985; Lopez et al., 1995; Bultman and Conard, 1998; Saikkonen et al., 1998; Tibbets and Faeth, 1999). Furthermore, the only study to assess endophyte levels in grasses and parasitism of herbivores showed a negative, rather than positive, relationship between the frequency of parasitism and level of endophyte infection of grasses. Goldson et al. (2000) found that levels of *Neotyphodium lolii* (and the peramine alkaloid it produces) in perennial ryegrass were inversely related to rates of parasitism of Argentine stem weevil (*Listronotus bonariensis*) by the parasitoid *Microctonus hyperodae*. The weevil, however, is a stem-borer and therefore might not be expected to follow
predictions of the SG–HM hypothesis because of the protection it receives from living within grass stems. Future work needs to assess what effects endophytes have on vulnerability of free-ranging insect herbivores to attack by their predators and parasites.

Compared to systemic grass endophytes, the effects of horizontally transmitted tree endophytes on herbivores are much more variable and probably weaker (see section “Introduction”) (Faeth and Wilson, 1996; Faeth and Hammon, 1997a, b; Saikkonen et al., 1998). Nonetheless, prolonged development has been suggested for Cameraria leaf miners feeding on Emory oak (Faeth, 1987, 1988, 1991; Faeth and Hammon, 1997b). Further, the only published assessment of the pattern between endophyte infection levels of trees (Emory oak) and parasitism of insect herbivores (Phyllonorycter leaf miners) showed a positive relationship (Preszler et al., 1996), which is consistent with the SG–HM hypothesis. While that result is suggestive, more work on tree endophytes is necessary to determine if endophyte infection varies with enemy attack and whether delayed herbivore development is the cause.

Endophytes lower resistance of herbivores, particularly generalists, to pathogens and parasites

Plant allelochemicals can lower herbivore resistance to pathogens. For example, the lepidopteran Trichoplusia ni experienced enhanced mortality from the pathogen Bacillus thuringiensis as dietary nicotine increased (Barbosa, 1988). In like manner, endophytes and their associated alkaloids may indirectly alter susceptibility of insect herbivores to natural enemies. For example, Japanese beetles feeding on roots of endophyte-infected tall fescue were more susceptible to an entomopathogenic nematode than were beetles feeding on roots of uninfected grass (Grewal et al., 1995). While mycelium of grass endophytes is usually absent in roots, endophyte-produced alkaloids are found there (Siegel et al., 1989). The researchers also found beetles fed an artificial diet containing an ergot alkaloid were more susceptible to nematodes than those fed diets lacking alkaloids. They suggested reduced beetle vigor due to starvation caused the increased susceptibility to the parasite. Similar indirect pathways of interaction have not been reported for endophytes infecting woody plants; however, lack of negative correlation between herbivore pupal mass and endophyte infection (Preszler et al., 1996; Faeth and Hammon, 1997b) suggests increased susceptibility due to herbivore starvation is unlikely in these systems.
Another example of an indirect interaction of endophytes is changes in the herbivore’s ability to encapsulate parasitoid eggs. The effectiveness of encapsulation depends upon the physiological condition of the host (Muldrew, 1953; van den Bosch, 1964; Vinson and Barbosa, 1987), which may be reduced by endophytes and their mycotoxins. While this hypothesis has received little attention, one study has offered no support. M. McNeill (personal communication) found variation in endophyte infection levels in pastures of perennial ryegrass in New Zealand was not related to encapsulation of *M. hyperodae* parasitoid eggs by Argentine stem weevils.

Endophytic alkaloids may alter the behavior of herbivores, which in turn, changes their susceptibility to natural enemies. Although few relative to the number of systemic endophyte–grass associations (Table 5.1, and see section “Herbivory on grasses: the raison d’être for endophytes?” above), the cases of strong toxic effects often involve radical changes in behavior, ranging from staggerings in cattle to narcoses in horses (Table 5.1). In native grass systems, these behaviors should result in increased susceptibility to predators. Although not well studied, changes in invertebrate behavior due to endophytic alkaloids may also occur, and correspondingly increase their vulnerability to predators and parasites. For example, Tibbets and Faeth (1999) found that leaf-cutting queen foundresses exhibited symptoms resembling cattle stagger when fed infected tall fescue, but not an infected native grass, Arizona fescue.

The effect of endophytes on the resistance of vertebrate herbivores to pathogens and parasites has received little attention. However, a symptom of cattle grazing endophyte-infected grasses is reduced serum prolactin levels (Thompson *et al.*, 1987; Cross, 1997). Because prolactin functions as a cofactor in the regulation of the immune response (Reber, 1993), mammals grazing endophyte-infected grasses may have decreased ability to produce antibodies to a protein antigen. Some work suggests this is the case. For example, mice and rats fed infected tall fescue seeds exhibited impaired immune function (Gay *et al.*, 1990). Antibody response of cattle fed infected tall fescue to immunization with tetanus toxoid was reduced compared to cattle on uninfected pastures (Dawe *et al.*, 1997). Moreover, cattle grazing infected grass exhibited lower basal serum IGF-I (insulin-like growth factor-I) values (Hazlett *et al.*, 1998; Filipov *et al.*, 1999) and even further reduced levels following challenge by an injection of *Escherichia coli* (Filipov *et al.*, 1999). These results suggest vertebrates grazing infected grasses would be more susceptible to pathogens and exhibit reduced growth. Filipov *et al.* (1999) also found that
cattle grazing infected grasses and challenged by *E. coli* had heightened levels of tumor necrosis factor alpha (TNF-α), a postinflammatory cytokine, which leads to greater muscle catabolism. Hence, the animals should be more susceptible to subsequent disease and stress.

In summary, while plausible, indirect effects of endophytes on natural enemies through slowed herbivore development or enhanced susceptibility to enemies remain largely unstudied. Based upon limited data so far, there is little support for these interaction pathways.

### Endophytes may directly influence predators and parasites

Endophyte-produced alkaloids consumed by herbivores may directly reduce the growth and survival of immature enemies feeding upon toxins accumulated in their host’s tissues. Similar interactions involving host plants and their allelochemicals have been documented (Pickett *et al.*, 1991; Barbosa and Benrey, 1998). For example, tobacco allelochemicals consumed by *Cotesia* parasitoids reduce the pupal mass and survival of the parasitoids when feeding on tobacco hornworm (Barbosa *et al.*, 1986, 1991). Evidence of similar interactions involving endophytes comes from *Neotyphodium*-infected grasses. Barker and Addison (1996) found *N. lolii* infecting perennial ryegrass retarded development of the parasitoid *M. hyperodae* attacking weevils. When weevils were fed artificial diet containing endophyte-produced alkaloids, parasitoid survival was reduced. Weevil feeding was depressed by the presence of alkaloids, suggesting host quality was compromised due to starvation. T. L. Bultman and M. McNeill (unpublished data) recently extended this work by testing if several different strains of *Neotyphodium* altered the growth and survival of the parasitoid. This work also complements the accumulating evidence that variation in plant genotype can influence multitrophic interactions (Hare, chapter 2, this volume). All endophyte strains differed from one another with respect to the profile of alkaloids they produce. Plants containing alkaloid-producing strains reduced parasitoid development relative to plants infected with stains that did not produce alkaloids or those that lacked fungal infection (Fig. 5.1).

Bultman *et al.* (1997) tested the effect of grass endophytes on two *Euplectrus* parasitoid species of fall armyworm larvae (*Spodoptera frugiperda*), a lepidopteran, feeding on infected tall fescue. They found the presence of endophyte-infected plants in the diet of fall armyworm had a negative impact on the pupal mass of parasitoids, particularly *E. comstockii*. In con-
trast to *M. hyperodae* (above), developmental rate of the parasitoids was not adversely affected (and was in fact accelerated) by the fungal endophyte. They also tested if effects of the endophyte on *E. comstockii* were due to the specific alkaloids, *N*-acetyl and *N*-formyl loline, produced by the fungus. When added to artificial diets of fall armyworm, both lolines caused reduced survival of parasitoids. Additional experiments with aphids and their parasitoids have given similar results. *Rhopalosiphum padi* aphids were fed either *N. coenophialum*-infected or uninfected tall fescue and then parasitized by *Aphelinus asychis*. Mass of adult parasitoids reared from hosts feeding on infected grass was reduced 23% relative to uninfected grass diet (K. C. Tonkel and L. T. Bultman, unpublished data).

The laboratory-based studies showing effects of endophytes on performance and preference of parasitoids predict the fungi should have multitrophic effects within grazing food-webs. This prediction was recently
supported by Ormacini et al. (2000) who documented the insect foodwebs established on Neotyphodium-infected and uninfected Italian ryegrass (Lolium multiflorum) in field plots in Argentina. They found the endophyte reduced the rate of parasitism by secondary parasitoids (hyperparasitoids and mummy parasitoids of aphids) and decreased the complexity of the food-web.

In summary, evidence is accumulating that endophytes within agro-nomic, non-native grasses have consistent negative effects on the performance of insect parasitoids. Whether this is also true for endophytes infecting native grasses awaits further study. However, we would predict much weaker effects since alkaloids in native grasses tend to be fewer in type and lower in concentration than in the agronomic grasses (Saikkonen et al., 1998; Leuchtmann et al., 2000).

**Do effects of endophytes on the third trophic level counteract anti-herbivore effects?**

The negative effects of grass endophytes on parasitoid performance set up the possibility that herbivores may experience some release from their parasitoids that could compromise the defense the endophyte purportedly provides for the plant. If herbivore populations are at least partially regulated by parasitoids, then a reduction in parasitoid performance could lead to more herbivores and greater herbivory on infected plants. Nonetheless, reduced quality of the parasitoids’ hosts may not lead to increased plant damage due to the weakening of top-down effects. For example, parasitoids of the Mexican bean beetle were still effective biological control agents although soybeans resistant to the beetle increased development time and reduced survival and reproduction of the beetle’s parasitoids (Kauffman and Flanders, 1985). Control was achieved because the reduction in population growth of the parasitoid was less than that of its beetle host. Whether the effectiveness of endophytes in increasing host grass resistance to herbivores is compromised by reducing natural enemy populations is yet untested.

Alternatively, endophytes may enhance efficacy of natural enemies if host preference or host location by enemies is facilitated by endophyte-related chemical changes in the host plant. An extensive literature has accumulated that shows natural enemies, especially parasitoids, use chemical cues of plants to locate their hosts (Vinson, 1976; Nordland et al., 1988; Barbosa and Letourneau, 1988; Whitman, 1988; Turlings et al., 1990, 1991, 1995, and chapter 7, this volume; Dicke, 1994, 1995). Furthermore,
herbivore-inflicted plant damage can result in emission of aromatic signals that attract natural enemies (Dicke, 1999), although the consequences of this attraction at the population level are debated, especially in natural systems (Faeth, 1994). Interestingly, recent work has shown endophyte-infected fescue grasses emit volatile compounds that are quantitatively and qualitatively different from those produced by uninfected plants (Wang et al., 1998). In addition, mechanical damage to plants dramatically elevates the levels of compounds emitted (T. Gianfagna, personal communication). These observations suggest endophytes, like many plants, may provide chemical cues that alter host preferences and host location by natural enemies.

Despite the plausibility of endophytes altering host preferences of natural enemies, little work has occurred in this area. In the only published study to date, Barker and Addison (1997) investigated effects of *N. lolii* in perennial ryegrass on preferences of *M. hyperodae* for Argentine stem weevils in New Zealand. They found naïve parasitoids showed no preference for hosts feeding on infected or uninfected plants. Parasitoids with prior experience of weevils on a particular ryegrass diet were subsequently more efficient at parasitizing hosts on the same diet. These results, while limited to one study, are exciting because they suggest grass endophytes may modify host acceptance by parasitoids.

D. Heim and L. T. Bultman (unpublished data) tested the generality of this effect in perennial ryegrass with fall armyworm larvae and its *Euplectrus comstockii* parasitoids. *Euplectrus comstockii* females showed no innate preferences for hosts reared from uninfected or infected perennial ryegrass based on the total number of eggs laid. However, wasps with prior experience of hosts fed infected plants tended to lay more eggs on hosts fed infected compared to uninfected grass (Fig. 5.2). B. L. Bennett and L. T. Bultman (unpublished data) performed similar preference experiments with *Euplectrus* parasitoids, except they used another agronomic grass, tall fescue. Naïve parasitoids tended to prefer hosts fed uninfected plants, and as in the previous study, parasitoids that had prior ovipositional experience with hosts fed infected plants tended to subsequently prefer hosts fed infected grass. These results corroborate those of Barker and Addison (1997) and suggest endophytes may modulate interactions between grasses and insect herbivores in agronomic grasses by altering the likelihood of attack by natural enemies. Presumably, aromatic differences between infected and uninfected plants are stimuli that parasitoids associate with host suitability, just as many parasitoids show...
associative learning between various plant odors and host suitability (Vet and Groenewold, 1990; Turlings et al., chapter 7, this volume). It is not yet clear whether these alterations in parasitoid preference will translate into discernible differences in parasitoid or host insect population dynamics, or if they “trickle down” to affect relative fitness of infected and uninfected agronomic grasses.

The study of plant–endophyte–herbivore interactions has only recently begun to consider the third trophic level. Nonetheless, some patterns are beginning to emerge. Endophytes, at least those infecting agricultural grasses, where alkaloid types and levels are usually very high, often reduce performance of parasitoids, modify their preferences and may even influence trophic structure and diversity (Ormacini et al., 2000). It seems clear that endophyte-produced alkaloids mediate the negative effects on natural enemies of herbivores. Indeed, some researchers (Barker and Addison, 1996; Bultman et al., 1997) have found effects of specific alkaloids on parasitoids. Indirect effects, such as increasing exposure to enemies though prolonged herbivore development or reduced resis-
tance to enemies have little support, but also have received very little attention. Even if endophytes indirectly affect natural enemies by prolonging herbivore development, the net effect of this on the plant is unclear; prolonged development could lead to greater damage to the plant. Further work is needed to determine how the effects of endophytes on natural enemies via the indirect pathway factor back to affect plant performance.

Information on how endophytes affect natural enemy preferences in native grasses is non-existent. However, if these alterations in natural enemy attack are mediated by endophytic alkaloids, then given that native grasses harbor fewer types and lower levels (Siegel et al., 1990; Petrini et al., 1992; Powell and Petroski, 1992; Siegel and Bush, 1996, 1997; Saikkonen et al., 1998), these effects are not expected to be as important. Furthermore, if increased resistance to herbivores does not generally maintain systemic endophytes in grasses (see “Herbivory on grasses: the raison d’être for endophytes?” above), then consideration of their effect on the third trophic level becomes moot. At the very least, the effects should be much more variable in more heterogeneous, natural systems.

Likewise, given that endophytic fungal infections in woody plants are probably neutral or at best, weak and indirect, relative to herbivores, we would predict even fewer and weaker effects of endophytes on the third trophic level. Further work with native grasses and woody plants is needed to test this prediction. It is also apparent that the study of third trophic level effects by endophytes has been mostly limited to parasitoids. Predators and pathogens have received almost no attention; future work should determine what effect endophytes have on these natural enemies. Finally, effects of endophytes on natural enemies of vertebrate herbivores have not been generally addressed and await future study.

**Summary and future directions**

Endophytic fungi are diverse and abundant in woody plants and grasses, and some may produce mycotoxins, especially systemic, vertically transmitted endophytes in pooid grasses. As such, endophytes potentially moderate plant interactions with herbivores and their natural enemies. Evidence suggests that although the influences of endophytes on herbivores and the natural enemies are important in some agronomic grasses, they are weaker and more variable in native grasses, and even more so for horizontally transmitted endophytes in woody plants. Thus, agronomic
grasses and their systemic, seed-borne endophytes are at one end of a spectrum of endophyte effects on tritrophic interactions. At the opposite end, are the localized, horizontally transmitted endophytes and their host plants and grasses, with the systemic endophytes of native grasses falling somewhere in between.

Clearly, many questions about the ecology and evolution of endophyte, plants, herbivores, and their natural enemies remain unanswered. Lack of basic ecological information is particularly severe for systemic endophytes in native grasses, where lessons learned from agronomic grasses may not apply. Native grasses and endophytes, mainly because of their variability, are ideal and often tractable systems in which to test evolutionary theories involving persistence of mutualisms, geographic and temporal variation in species interactions, virulence and mode of transmission, symbiosis and adaptive radiation, coevolution, ecological theories of host plant defense, host specialization, and tritrophic level interactions and food-web structure. The first step should be documenting patterns of endophyte diversity and abundances in natural grasslands. Many of these natural grasslands have already disappeared because of agriculture and urbanization, or are threatened by these factors as well as accidental or intentional invasion by introduced species. Therefore the call to understand interactions between grasses, endophytes, herbivores, and natural enemies is an urgent one.
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Introduction

The distribution and abundance of consumers are necessarily limited by the distribution and abundance of their resources. With the exception of obligate mutualisms, a species at a higher trophic level in a food chain will occupy a subset of the locations occupied by species at lower trophic levels (Holt, 1995, 1997). In order to persist, species at higher trophic levels must be able to colonize, at a sufficiently high rate, sites occupied by populations of the lower trophic level species. The interaction may be spatially dynamic in both directions because species at any trophic level may influence the dynamics of one another. Once the interacting species occur as local populations in a shared habitat patch, phenomena traditionally addressed by studies of multitrophic interaction take place. Thus for species living in fragmented landscapes it is critical to keep in mind both processes occurring at large spatial scales and those occurring within a single habitat patch or local population. This chapter is about the interplay between spatial dynamics and multitrophic level interactions.

Species involved in a trophic interaction, such as the interaction between a predator and its prey, are influenced directly and indirectly by the trophic levels above and below them. The indirect effect of a non-adjacent trophic level can be either positive or negative. For example, herbivorous hosts may be concealed from (Weis and Abrahamson, 1985; Hawkins et al., 1990) or exposed to (Price et al., 1980; Walde, 1995a; Turlings et al., 1995, chapter 7, this volume; Thaler, 1999) a foraging parasitoid by attributes of their food plant. Similarly, attributes of a herbivore and/or its food plant may protect a parasitoid from hyperparasitism (Weis and Abrahamson, 1985; Yeargan and Braman, 1989) or alternatively,
increase susceptibility of a parasitoid to hyperparasitism (Singh and Srivastava, 1988; van Baarlen et al., 1996; Sullivan and Völk, 1999). Within communities, the indirect effects of the lower and upper trophic levels can either increase or decrease the stability of populations, by moderating the use of a potentially limiting resource or by facilitating the consumption of the resource until it has gone locally extinct.

The primary focus of the study of multitrophic interactions is to analyze and comprehend the attributes of organisms that influence non-adjacent trophic levels either directly or indirectly. One such attribute of an organism is its spatial distribution (dispersion), both within and among habitat patches suitable for occupancy. Distribution is generally viewed as the outcome of many ecological processes, and is influenced by the many ecological factors traditionally labeled as habitat requirements and niche. We can also consider distribution as another attribute of an organism, which potentially affects its trophic interactions as much as, or even more than its chemical makeup, sensory perception, phenology, growth rate, and other such factors. The addition of the spatial structure of the landscape and spatial population dynamics to the study of multitrophic interactions is becoming an increasingly necessary consideration with increasing fragmentation of many natural environments.

Expansion of the study of multitrophic interactions to include space introduces two complementary ecological phenomena. First is the extent to which trophic interactions among individuals taking place at the scale of local populations (e.g. foraging behavior, prey preference, and density-dependent behaviors) might affect the dynamics at the regional or metapopulation scale. Second is how large-scale population dynamics, such as migration among populations and extinction–colonization dynamics, might affect local multitrophic interactions.

In the following section, we briefly outline the theory of multitrophic interactions in fragmented landscapes, which is essentially the theory of metapopulation dynamics (for a review see Hanski, 1999) extended to several interacting species. We then discuss selected empirical findings from the literature that illustrate the range of questions asked by ecologists. The rest of this chapter is devoted to a more detailed analysis of multitrophic interactions in a community of two host plant species, one herbivorous insect, two primary parasitoids and two hyperparasitoids, which occurs in a highly fragmented landscape and which we and others have studied over the past several years as an example of a small metacommunity.


**Brief overview of theory**

A metapopulation is an assemblage of locally breeding conspecific populations that are connected via migration (Hanski and Gilpin, 1997). The viability of a classical metapopulation, with no extinction-resistant “mainland” populations (Harrison, 1991), depends on the rates of local extinction and colonization, and on the degree of asynchrony in local population dynamics (Hanski, 1998). Interacting species, each with their own spatial population structure, may persist as single populations, patchy populations, or as metapopulations (Harrison and Taylor, 1997) in the same fragmented landscape, primarily depending on the scale of migration and hence the degree of mixing of neighboring populations. For example, a single patchy plant population might support a herbivore metapopulation, which might support a relatively continuous parasitoid population (a mobile species), which in turn might support a hyperparasitoid metapopulation (a more sedentary species). The stability of the entire system would clearly depend on the spatial population structures of each species (Taylor, 1988, 1991).

The natural theoretical framework to consider the spatial dimension of multitrophic interactions is to expand single-species metapopulation models to several interacting species. Robert Holt (1995, 1997) in particular has developed such a theory with simple patch occupancy models, extending the previously studied two-species competition (Levins and Culver, 1971; Slatkin, 1974; Hanski, 1983, 1999; Nee and May, 1992; Nee et al., 1997) and predator–prey models (Taylor, 1991; May, 1994; Harrison and Taylor, 1997; Nee et al., 1997; Hassell, 2000) to three or more species. The key assumptions made by Holt (1997) are that the food chain in a particular habitat patch is built up via sequential colonization, and that the extinction of a prey population automatically leads to the extinction of the predator population (and, naturally, any species at even higher trophic levels). The most noteworthy simplification of the models is the presence–absence description of local populations, common to all patch occupancy models (Hanski, 1999). Structured models, involving a description of local dynamics as well as of metapopulation dynamics, have been constructed and analyzed for two species at most (e.g., Reeve, 1988; Hassell et al., 1991; Rohani et al., 1996).

A basic conclusion emerging from the models is that metapopulation dynamics can constrain the length of specialist food chains in fragmented landscapes, that is, species located at higher trophic levels may not be able
to persist in a landscape where the species at lower trophic levels are specialized to an uncommon habitat or have a restricted distribution for other reasons. In certain situations, alternative stable states may occur, such that an intermediate predator can only occur in the presence of the top predator (Holt, 1997).

In heterogeneous fragmented landscapes, with more than one kind of habitat patch present, species may persist either by being specialists on one patch type with low extinction and/or high colonization rate, or by being generalists and thereby having access to a larger number of habitat patches, which by itself facilitates colonization. Different species in a multitrophic interaction may exhibit different degrees of specialization. For instance, a predator may use two alternative prey species each specializing in a different habitat type, and thereby the predator population generates an indirect interaction between the prey species in a mosaic of the two types of habitat (Holt, 1997). It is clear that the complexities that one may build up with such considerations for multitrophic interactions are considerable – not only do we have a web of interspecific interactions but the structure of that web may be critically modified by the web of spatial interactions among the species.

**Empirical studies of habitat fragmentation and multitrophic interactions**

There have been very few if any studies in which the classical metapopulation processes have been shown clearly to mediate the regional coexistence of interacting species (the most convincing example is Holyoak and Lawler, 1996; for a review see Harrison and Taylor, 1997). This is likely because few studies of multitrophic level interactions are conducted at a large spatial scale over many generations, and because a great deal has to be understood about the habitat and the biology of each species in order to draw conclusions about the relative contributions of large-scale and small-scale factors to the stability of populations of interacting species. In spite of the complexity inherent in simultaneously addressing individual (local) interaction, space, and time, a handful of empirical studies of multitrophic interactions have explicitly considered the large-scale spatial distribution of interacting species (Hopper, 1984; Kareiva, 1987; Roland, 1993; Walde, 1995b; Holyoak and Lawler, 1996; Roland and Taylor, 1997; Tscharntke et al., 1998; Lei and Camara, 1999; Komonen et al., 2000; Kruess and Tscharntke, 2000). These studies compare the potentially
critical role of spatial scale, habitat fragmentation, and species’ dispersal behavior among species at different trophic levels, or among different species at the same trophic levels.

Several recent studies compare the relative impact of habitat fragmentation for herbivorous insects (or other lower trophic levels) and their natural enemies (Roland and Taylor, 1995; Jones et al., 1996; Lei and Hanski, 1997; Roland, 1998; Tscharntke et al., 1998; Komonen et al., 2000; Kruess and Tscharntke, 2000; case study, this chapter). These studies primarily show, in agreement with theoretical expectation (Holt, 1997), that species at higher trophic levels suffer more than species at lower trophic levels from a decrease in habitat patch size and an increase in patch isolation, the two primary consequences of habitat fragmentation. This is not surprising because in a dynamic system species at each trophic level can only occur in a subset of the locations in which their host is found, so a fragmented habitat is ever more fragmented at higher trophic levels.

The effect of fragmentation naturally depends on the spatial scale relative to the migration range of each species. Entire insect communities associated with unpredictable host plants may be well adapted to fragmented landscapes. Dubbert et al. (1998) studied the effect of habitat patch size, host plant density, and isolation from occupied habitat patches on the colonization of the grass *Calamagrostis epigeios* by a community of stem-boring herbivores and their parasitoids. The researchers mowed patches of suitable habitat at several distances from source populations to eliminate the insects, and the regrowth of the grass led to very different shoot densities. After one year there was no effect of isolation or area on colonization, rather the presence of herbivores in a habitat patch was best predicted by local host plant density. Dubbert et al. (1998) conclude that the herbivores are adapted to habitat patchiness at the scale of their study (the most isolated habitat patches were 150 m from the source populations), because of the great intrinsic unpredictability in the occurrence of the grass. On the other hand, parasitoids were more likely to colonize less isolated patches, and hence may be considered as less well adapted to the ephemeral occurrence of their host than are the herbivores. It is also important to remember that a parasitoid cannot successfully colonize a habitat patch until a host population has been established, hence it is potentially misleading to compare the dispersal abilities of a parasitoid and a host over a short time interval.

The other focus of recent studies has been on the comparison of the effect of habitat fragmentation on different species at the same trophic
level (such as Jones et al., 1996; Roland and Taylor, 1997; Roland, 1998; case study, this chapter). Roland and Taylor (1997) compared the impact of aspen forest fragmentation on the rate of parasitism by four parasitoids of the forest tent caterpillar (*Malacosoma disstria*). Forest structure (level of fragmentation), host population size and the rate of parasitism by each parasitoid was measured at 127 points within a $25 \times 25$ km$^2$ area, and on a smaller scale at 109 points within a $0.8 \times 0.8$ km$^2$ area. The rate of parasitism by three larger species of parasitoid increased with host density and decreased with the degree of fragmentation. Interestingly, the larger-bodied parasitoid species were influenced by fragmentation at the larger spatial scale. The rate of parasitism by the smallest parasitoid increased with decreasing host density and increasing fragmentation. Roland and Taylor (1997) suggest that dense forest probably acts as a dispersal barrier for the small parasitoid but not for the larger parasitoids.

Not surprisingly studies of trophic interactions which include habitat fragmentation generally focus on dispersal behavior. Attributes of species other than dispersal behavior do contribute to their persistence in fragmented landscapes, though for the most part these other attributes are important because they are related to dispersal. For example, within a community of interacting species generalists may be less influenced by habitat fragmentation than specialists if the former are able to use host species living in alternative habitats, reducing the requirement for dispersal to survive (for brief reviews see Harrison and Taylor, 1997; Holt, 1997; for examples see Schoener and Spiller, 1987a, b; Walde, 1994; case study, this chapter). Species with high growth rate or short generation times have more opportunity for dispersal than species that produce few offspring. Species that can reproduce parthenogenetically or are adapted to inbreeding may be less penalized by habitat fragmentation than species lacking these attributes (Godfray, 1994; Hedrick and Gilpin, 1997; Saccheri et al., 1998; Fauvergue et al., 1999; West and Rivero, 2000). The size of a habitat patch can influence many aspects of individual behavior, such as territoriality, with consequences to the response of the species to fragmentation. In a fragmented landscape, habitat patches also differ in ways other than their size and connectivity. These other measures of landscape structure, such as landscape type and complexity, have been shown to influence the relative success of herbivores and their natural enemies, in part through their influence on local interactions (Marino and Landis, 1996; Polis et al., 1998; Tscharntke et al., 1998; Ohsaki and Sato, 1999).
The Glanville fritillary butterfly case study

To illustrate the role of space, habitat fragmentation, and metapopulation dynamics in multitrophic interactions we use results from an extensive research project on the Glanville fritillary butterfly (*Melitaea cinxia*) and its food plants, parasitoids, and hyperparasitoids conducted in the Åland Islands in southwest Finland (Fig. 6.1; for a review see Hanski, 1999). This system is appropriate for the present purpose as it is relatively simple, consisting of just a few species with well-studied local interactions; and because the spatial scale is large (50 × 70 km) and much is known about the spatial dynamics of the species over several years.

Natural history

The Glanville fritillary butterfly uses two host plant species in the Åland Islands, *Plantago lanceolata* (L.) (Plantaginaceae) and *Veronica spicata* (L.) (Scrophulariaceae) (Kuussaari *et al.*, 1995). The plants are patchily distributed over the 50 × 70 km area in which the butterfly is found. *Plantago lanceolata* is common in open areas throughout the Åland Islands, but is suitable as a host to the butterfly only in open dry meadows. *Veronica spicata* is found primarily in the western third of the region, almost exclusively in the dry rocky habitats appropriate for the butterfly. Both plants are perennial and reproduce both vegetatively and from seed (Muenscher, 1955), though *P. lanceolata* grows more often from seed than *V. spicata* (Rusch and van der Maarel, 1992).

Local populations of the butterfly occur in dry meadows where the host plants frequently suffer from summer drought (Rosén, 1995; Kuussaari, 1998) and in many cases from successional replacement by other plant species (see Rusch, 1988 for Öland, a somewhat comparable island in the Baltic). Larvae can completely defoliate plants, and in some dense butterfly populations the leaves of all the suitable plants are consumed as the gregarious larvae move from plant to plant in the spring (Hanski and Kuussaari, 1995; S. van Nouhuys, personal observation). However, both *P. lanceolata* and *V. spicata* are perennial and regenerate well during the same season and in the following year. Individual plants are not often killed by *M. cinxia* larvae, but defoliated plants may produce few or no seeds, and their stored resources are probably depleted, hence it is quite possible that in the course of time herbivory by *M. cinxia* may influence the local abundances of their hosts. There is a spatially and temporally dynamic interaction between the herbivore and its food plants at all
spatial scales, from individual plants to the entire Aland Islands, influenced by the distribution of the two host plant species, spatial variation in genetically based oviposition preference of female butterflies, erratic variation in plant suitability for larval development, and the influence of weather (Hanski, 1999; Kuussaari et al., 2000; I. Hanski and M. Singer, unpublished data; S. van Nouhuys et al., unpublished data).

Each fall the entire study region is surveyed for *M. cinxia* populations. There are some 4000 habitat patches in the study area, of which 300 to 500 are occupied by the butterfly in each year (Kuussaari et al., 1995; Hanski, 1999). Local populations are small, usually made up of a few groups of gregarious larvae, but ranging from one to more than 100 larval groups. Local populations within a cluster of habitat patches (patch networks) comprise classic metapopulations with a high rate of population turnover (Hanski et al., 1995; Hanski, 1997, 1999).

*Melitaea cinxia* mostly mate once in their natal habitat patch, but substantial migration also occurs, typically to habitat patches within 1 km from the natal patch and especially from small populations in poor-quality habitat (Hanski et al., 1994; Kuussaari et al., 1996; Hanski, 1999). Females lay eggs in clusters of 100 to 200 on the underside of host plant leaves in late June. The larvae hatch and live gregariously in silken nests until their last instar late in the following spring, when they disperse to pupate in the litter. The larval development is interrupted by a seven-month winter diapause. The larvae and their web are visually conspicuous. The host plants contain high concentrations of iridoid glycosides,
which the larvae sequester (M. Camara, unpublished data) probably as protection against generalist predators (Bowers, 1980, 1983; Camara, 1997).

There are two primary larval parasitoids of *M. cinxia* in the Åland Islands, *Cotesia melitaearum* (Wilkinson) (Braconidae: Microgastrinae) and *Hyposoter horticola* (Gravenhorst) (Ichneumonidae: Campopleginae) (Lei et al., 1997). These wasps compete for hosts (Lei and Hanski 1998, van Nouhuys and Tay, 2001), and they kill a significant fraction of the butterfly larvae (Lei et al., 1997; Lei and Hanski, 1998). The two parasitoids differ greatly in their morphology, phenology, behaviour and distribution (Lei et al., 1997; Lei and Hanski, 1998; S. van Nouhuys, unpublished data). We use these two parasitoids, both of which are involved in a strong interaction with the host and their specific hyperparasitoids, to compare the role of space and habitat fragmentation for species at the same trophic level, but with dissimilar multitrophic interactions, spatial population structures, and population dynamics (Table 6.1).

Each primary parasitoid has an important secondary parasitoid or hyperparasitoid (Fig. 6.1). *Hyposoter horticola* is parasitized by the mobile solitary larval hyperparasitoid *Mesochorous* sp. cf. *stigmaticus* (Brischke) (Ichneumonidae: Mesochorinae). In contrast, *Cotesia melitaearum* is commonly parasitized by several solitary wingless generalist cocoon parasitoids in the genus *Gelis*, primarily *Gelis agilis* (Fabricius) (Ichneumonidae: Cryptinae) (Table 6.1). While using *C. melitaearum* cocoons *Gelis* are strictly speaking pseudohyperparasitoids, because they lay eggs on the immature parasitoids after they have left the host and made a cocoon (we nonetheless refer to them as hyperparasitoids). In addition to the two primary parasitoids and their two hyperparasitoids, there are four generalist pupal parasitoids of *M. cinxia* about which little is known apart from their names (Lei et al., 1997).

**Multitrophic interactions between the plants, the herbivore, and the primary parasitoids**

Spatial variation of host plant qualities

*Plantago lanceolata* and *V. spicata* synthesize and maintain high concentrations of iridoid glycosides which probably deter generalist herbivores and their predators (Bowers, 1991; Stamp, 1992; Stamp and Bowers, 1996; Camara, 1997), but may attract specialists (Bowers, 1983; Oyeyele and Zalucki, 1990) such as *M. cinxia* and its specialist parasitoids. In the Åland Islands the concentrations of aucubin and catalpol, the two main iridoid
<table>
<thead>
<tr>
<th>Species</th>
<th>Generations</th>
<th>Specificity</th>
<th>Dispersal behavior</th>
<th>Regional distribution</th>
<th>Metapopulation structure&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Hyperparasitoids</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>G. agilis</td>
<td>Several per year</td>
<td>Generalist</td>
<td>Walk, aggregate</td>
<td>Ubiquitous</td>
<td>No</td>
</tr>
<tr>
<td>M. stigmaticus</td>
<td>One per year</td>
<td>Specialist?</td>
<td>Strong flier</td>
<td>Wide</td>
<td>No?</td>
</tr>
<tr>
<td><strong>Parasitoids</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C. melitaearum</td>
<td>Three per year</td>
<td>Specialist</td>
<td>Weak flier</td>
<td>Narrow</td>
<td>Yes</td>
</tr>
<tr>
<td>H. horticola</td>
<td>One per year</td>
<td>Specialist</td>
<td>Strong flier</td>
<td>Wide</td>
<td>No</td>
</tr>
<tr>
<td><strong>Herbivore</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>M. cinxia</td>
<td>One per year</td>
<td>Specialist</td>
<td>Intermediate flier</td>
<td>Wide</td>
<td>Yes</td>
</tr>
<tr>
<td><strong>Plants</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P. lanceolata</td>
<td>Perennial</td>
<td>Widespread</td>
<td>Seed</td>
<td>Wide</td>
<td>No</td>
</tr>
<tr>
<td>V. spicata</td>
<td>Perennial</td>
<td>More restricted</td>
<td>Seed</td>
<td>Intermediate</td>
<td>Yes?</td>
</tr>
</tbody>
</table>

**Notes:**

<sup>a</sup> “Metapopulation structure” means that the spatial occurrence of the species is strongly influenced by the connectivity of habitat patches.
glycosides, vary greatly between plant individuals, and are on average higher in *P. lanceolata* than in *V. spicata* (M. Nieminen and J. Suomi, unpublished data). This variation may contribute to the observed spatial variation in host plant use by the butterfly. Preliminary results indicate that the concentration of aucubin is higher in those *P. lanceolata* individuals on which females have oviposited in comparison with plants on which females have not oviposited (M. Nieminen and J. Suomi, unpublished data).

The non-volatile iridoid glycosides produced by *P. lanceolata* and *V. spicata* are sequestered by *M. cinxia* larvae (M. Camara, unpublished data). Generally, insect larvae that have sequestered iridoid glycosides are unattractive to some predators and parasitoids but attractive to others (Montllor *et al.*, 1991; Stamp, 1992; Theodoratus and Bowers, 1999). *Cotesia melitaearum* females spend a significant amount of time, occasionally even days, attending the web of a particular *M. cinxia* larval group. During this time they touch larvae and groom frequently, but rarely parasitize (Lei and Camara, 1999). Wasps possibly evaluate larvae based on the iridoid glycoside concentration in the larval cuticle, though we do not know whether they would select larvae with high or low levels of iridoid glycosides. While defensive chemicals produced by plants and sequestered by specialist herbivores are likely to be attractive to specialist parasitoids, high levels of compounds such as iridoid glycosides can be detrimental to immature parasitoid development (Campbell and Duffy, 1979; Gauld and Gaston, 1994; Reitz and Trumble, 1996).

Volatile compounds produced by host plants and herbivore-infested host plants are widely known to be attractive to parasitoid wasps (Vet and Dicke, 1992; Turlings *et al.*, 1995, chapter 7, this volume). *Plantago lanceolata* and *V. spicata* produce volatile compounds (Fons *et al.*, 1998), but the behavioral response by herbivores and their natural enemies to these chemicals has not been studied. The role of host plant in the parasitism of herbivores is of course not limited to chemical signals. First, the nutritional quality or toxicity of a host plant may affect the physiological resistance of the herbivore to parasitism, or the length of time it is available to parasitism. Second, the vulnerability of parasitoids to competitors and their own natural enemies may differ between food plant species. *Cotesia melitaearum* compete with *H. horticola* for host larvae, and in the early spring cocoons are subject to extremely high predation and hyperparasitism (Lei and Hanski, 1997, 1998; van Nouhuys and Tay, 2001). If mortality of parasitoids due to competition and natural enemies were to differ between the host plants, or between the habitat patches in which the
plants are found, the rate of successful parasitism on the two host plants would also differ. Finally, the small-scale spatial distribution of host plants is likely to affect parasitoid searching efficiency. *Veronica spicata* has a more clumped small-scale occurrence than *P. lanceolata*, which leads to aggregation of host larval groups. If the searching ability of *C. melitaearum* is higher when hosts are aggregated, which seems likely, then larval groups on *V. spicata* would suffer more parasitism than those on *P. lanceolata* (van Nouhuys and Hanski, 1999).

**Landscape structure and interactions with the parasitoid**

*Cotesia melitaearum* is a small and rather sedentary species that has two to three generations per year and gregarious larvae (several parasitoid larvae per host individual). *Cotesia melitaearum* is relatively rare both in terms of population sizes and the number of local populations (Lei and Hanski, 1997; van Nouhuys and Tay, 2001). Each spring all known *M. cinxia* populations have been surveyed for *C. melitaearum* cocoons, but this survey remains necessarily somewhat superficial. To obtain a more accurate picture of the occurrence of the parasitoid, each *M. cinxia* population in all patch networks that had ever been occupied by *C. melitaearum* since 1993 was searched thoroughly in 1997–2000 and in some parts of the study area also in the previous years (Fig. 6.2). In this material, the fraction of *M. cinxia* populations occupied by *C. melitaearum* ranged from 9% to 20% and many populations persisted only for a couple of years.

Large well-connected populations of both the butterfly and the parasitoid *C. melitaearum* persist longer than isolated small populations, and population persistence of the parasitoid is associated with large host population size (Hanski, 1999). Within a habitat patch, the oviposition behavior and between-plant movements of both the host butterfly and parasitoids are affected by local host plant distribution. Host plant species affect the butterfly metapopulation dynamics because ovipositing female butterflies have host plant preferences, the plants are not similarly distributed, and there is regional genetic variation in host plant preference (Kuussaari *et al.*, 2000). Additionally, the plants do not respond equally to weather conditions. Host plant species affect the metapopulation dynamics of the primary parasitoid *C. melitaearum* indirectly via the effects on the herbivore population size and distribution, and directly because the parasitoids are more successful where the host larvae feed on *V. spicata*. Local host populations feeding on *V. spicata* are more likely to be
colonized by the parasitoid, and the parasitoid is less likely to go extinct, than in the case of host populations feeding on *P. lanceolata* (van Nouhuys and Hanski, 1999).

Based on the above-described empirical results, we may infer that if the habitat patches were to become substantially more fragmented, *C. melitaearum* would not be able to persist in the landscape. Similarly, the parasitoid would suffer if the host plant species composition used by the butterfly were to become more *P. lanceolata* dominated. In contrast, if well-connected habitat patches were to become increasingly occupied by the butterfly, or if the host plant use became increasingly *V. spicata* dominated, local populations of *C. melitaearum* would persist longer and would more frequently colonize nearby host populations.

Currently most *C. melitaearum* populations in the Åland Islands are so
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**Fig. 6.2.** The locations of the known populations of the parasitoid *Cotesia melitaearum* in the Åland Islands from 1997 to 2001. Symbols represent populations that have persisted at least one to five years. Notice that the more permanent parasitoid populations occur in a few clusters. Many of the populations that were observed in only one year are likely to be “remnants” of previously more extensive distributions (the parasitoid has been relatively sparse in recent years).
small that they are unlikely to have a big effect on host population size or host population dynamics (van Nouhuys and Hanski, 1999; van Nouhuys and Tay, 2001), and most host populations currently not used by the parasitoid are unlikely to be quickly colonized because they are out of the range of dispersal by the parasitoid (S. van Nouhuys and I. Hanski, unpublished data). However, in one network of butterfly populations intensely studied in 1993–1996, C. melitaearum apparently caused a large decline of many local host populations. In this case the populations of the host butterfly were tightly clustered and some of the populations were initially exceptionally large (Lei and Hanski, 1997). Thus, while the parasitoid currently persists at a very low level, not measurably affecting the population dynamics of its host, the parasitoid could become a more important player in the host dynamics if the host availability were to increase, potentially mediated by the distribution of the host food plants.

Landscape structure and interactions with the parasitoid Hyposoter horticola

In contrast to C. melitaearum, H. horticola is a large, solitary, mobile and abundant parasitoid. Several results suggest that isolation of host populations has little or no effect on the ability of H. horticola to colonize host populations. Lei and Hanski (1998) found that in a network of 50 tightly clustered habitat patches there was a negative effect of isolation (distance from possible source populations weighted by the sizes of these populations) on colonization by C. melitaearum, but isolation did not have any effect on the colonization and occupancy of habitat patches by H. horticola. In the spring of 1999, we sampled M. cinxia populations for H. horticola throughout the Åland Islands to measure the effect of isolation over a larger spatial scale, within the entire 50 × 70 km study area. We sampled host larvae from 50 populations to cover a range of patch connectivities and population ages. Ten to 60 (mean 26) larvae were sampled from each population, taking haphazardly a few larvae from each larval group. The host population was classified as established “old” (n = 30) if it had existed for more than two years, and newly colonized “new” (n = 17) if it had been colonized in the previous summer. We calculated the connectivity of each host population using the measure S (Hanski, 1994),

\[
S_i = \sum_{j \in I} \exp (-\alpha d_{ij}) N_j
\]
The level of connectivity of patch $i$ is thus calculated by taking into account the distances between the focal patch $i$ and each of the source patches $j (d_{ij})$, as well as the sizes of the source populations, estimated as the number of host larval groups ($N_j$). All $M. cinxia$ populations were considered to be potential source populations because $H. horticola$ is found in the majority of host populations and because the complete distribution of $H. horticola$ was unknown. For parameter $\alpha$ we used the value of 1 km$^{-1}$, which is our rough estimate of the migration range of the parasitoid. The analysis showed no association between the presence of the parasitoid and the age of the host population nor its level of connectivity. We also analyzed whether there was any association between the fraction of host larvae parasitized and the connectivity and the age of the population using analysis of variance. On average, 18% of the larvae were parasitized per sample, and again we found no association between parasitism and connectivity (Fig. 6.3) nor between parasitism and the age of the host population. These data strongly suggest that $H. horticola$ can be found in isolated and well-connected populations equally often, and that it does not take the parasitoid long to find newly colonized host populations.

The local population sizes of $H. horticola$ are relatively large because 20% to 30% of the larvae in each larval group are parasitized (S. van Nouhuys and I. Hanski, unpublished data). Therefore, $H. horticola$ is present basically everywhere in large numbers and it shows no evidence of having a metapopulation structure in the Åland Islands.

The impact of the first trophic level (host food plant) on $H. horticola$ is much weaker than the impact of the first trophic level on $C. melitaearum$, as $H. horticola$ is not sensitive to plant distribution. Because of its superior dispersal ability, $H. horticola$ would likely persist at about the same level if the network of habitat patches were to become substantially more fragmented. However, below we discuss how competition between the parasitoids and their interaction with the hyperparasitoids makes this conclusion more complicated.

**Multitrophic interactions between the herbivore, the parasitoids, and the hyperparasitoids**

The two abundant hyperparasitoids have very different roles in multitrophic interactions (Table 6.1). $Gelis agilis$ (and the other less common $Gelis$ species) are flightless generalists that aggregate where $C. melitaearum$
density is high and can even cause local extinction of *C. melitaearum* populations, which affects large-scale population dynamics of the host (Lei and Hanski, 1997; van Nouhuys and Hanski, 2000; van Nouhuys and Tay, 2001). Unlike the primary parasitoids, *G. agilis* females are probably not attracted to particular host plant species and they are extreme generalists, using many families of Hymenoptera as well as Lepidoptera, Coleoptera, and even spider egg cases as hosts (Schwarz and Shaw, 1999). In addition, *C. melitaearum* cocoons are not found in particularly close association with the host plants of their host insect. The population dynamics of *Gelis agilis* are likely to be largely disconnected from the dynamics of the primary parasitoid, the butterfly, and the host food plants, even though *G. agilis* is wingless and disperses on foot.

In contrast to *G. agilis*, the hyperparasitoid *Mesochorus* sp. cf. *stigmaticus* probably uses only the host parasitoid *H. horticola* in the Åland Islands (Lei et al., 1997). *Mesochorus stigmaticus* is a true solitary hyperparasitoid that lays
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**Fig. 6.3.** The association between the fraction of *Melitaea cinxia* larvae parasitized by *Hyposoter horticola* in a sample and the connectivity of the habitat patch from which the sample was collected. The fraction of larvae parasitized in samples from isolated populations (low value of connectivity) was not significantly different from the fraction of larvae parasitized in samples from well-connected populations.
eggs into the larvae of *H. horticola* within the host larva on the host food plant. *Mesochorus stigmaticus* may respond to the same host plant cues and is subject to the same herbivore defences as *H. horticola*. *Mesochorus stigmaticus* is a strong flier, and has been found in most host populations in the Åland Islands where it has been sampled (S. van Nouhuys and I. Hanski, unpublished data). The sample of host caterpillars from 50 butterfly populations used to analyze the dispersal ability of *H. horticola* (above) also illustrates the dispersal ability of *M. stigmaticus*. Thirty-seven of the 50 host caterpillar samples contained *H. horticola*, and of them, 23 contained the hyperparasitoid *M. stigmaticus*. In these 23 parasitized populations, the mean fraction of *H. horticola* hyperparasitized by *M. stigmaticus* was 38%. Logistic regression and analysis of variance showed no association between the presence of or the fraction of *H. horticola* hyperparasitized by *M. stigmaticus* and the level of population connectivity nor the age of the butterfly host population. The sample sizes are small, but these data suggest that *M. stigmaticus* is not limited by dispersal ability in the Åland Islands.

At the largest spatial scale, among the different islands in the Åland archipelago, isolation makes a difference. Thus the large island of Kumlinge (c. 100 km$^2$) east of the main Åland Islands (c. 30 km isolation, mostly by sea) has a relatively small metapopulation of *Melitaea cinxia*, with some tens of small populations in the past eight years. Of the parasitoids, only *H. horticola* occurs on this island, whereas *C. melitaearum* and the hyperparasitoid *Mesochorus stigmaticus* are absent (M. Nieminen, personal communication).

Because *H. horticola* parasitizes a large but relatively constant fraction of *Melitaea cinxia* larvae, its main effect on *M. cinxia* is to make the local population sizes smaller and more prone to extinction than in the absence of the parasitoid. On the other hand, if *H. horticola* were absent, the butterfly populations would be more vulnerable to parasitism by *C. melitaearum*. The hyperparasitoid *Mesochorus stigmaticus* appears to reduce the numbers of *H. horticola* relatively uniformly over the whole region in the same way as *H. horticola* reduces the population size of the herbivore.

**Competition between the primary parasitoids**

In order for two parasitoids to share a single host species there must be mechanisms for partitioning the resource or some other specific mechanism of coexistence. *Hyposoter horticola* disperses among host populations much more readily than *C. melitaearum*, and hence the majority of *H. horticola* are in host populations unoccupied by *C. melitaearum*. In contrast,
both primary parasitoids are present in the 10%–20% of the butterfly populations occupied by *C. melitaearum*. Because *C. melitaearum* populations are most persistent in well-connected large host populations, and especially where *V. spicata* is the dominant host plant species, it is mostly under these conditions that direct competition between the two primary parasitoids of *Melitaea cinxia* is likely to occur.

Lei and Hanski (1998) showed that *C. melitaearum* is a superior competitor within host populations. They found that when both parasitoids were present in a local population, the fraction of larvae parasitized by *H. horticola* in a larval group also occupied by *C. melitaearum* was low, 18% on average, whereas when *H. horticola* was the only parasitoid in a larval group, the mean fraction of larvae parasitized was 33%. In addition, within a habitat patch the larval groups parasitized by *C. melitaearum* are less isolated from each other than the larval groups without *C. melitaearum*. On the other hand, the competitive interaction between the two parasitoids is complex because there are three generations of *C. melitaearum* during each generation of *H. horticola*. Consequently, immature parasitoids may meet within host larvae under three different competitive conditions. In a laboratory experiment van Nouhuys and Tay (2001) found that when the third generation of *C. melitaearum* parasitize host larvae already occupied by *H. horticola*, the latter suppress the development of *C. melitaearum* larvae. Therefore, though *C. melitaearum* has proven to be the superior competitor at the population level (Lei and Hanski, 1998), it is the inferior competitor in one of its three generations during each *H. horticola* (and host) generation.

**Conclusions**

In the introduction, we posed the questions to what extent local multitrophic interactions in a fragmented landscape are influenced by regional spatial processes, and to what extent the large-scale spatial processes are influenced by the outcome of local interactions. In a metacommunity with high turnover of local populations, as exemplified by the *M. cinxia* metapopulations and the associated host plants, parasitoids, and hyperparasitoids, the answer to the first question is conclusively affirmative. Not all species are present in every habitat patch, and the interactions among the species that are present are greatly affected by the absence of the remaining species. This is most obvious in the case of the host plant that is not regionally preferred by the ovipositing butterflies (heavily
used only if the preferred host plant is absent), and in the case of the competing primary parasitoids.

The answer to the second question – whether local processes influence regional dynamics – is less obvious but also affirmative. There is evidence showing that the “match” between the oviposition preference of migrating butterflies and the host plant composition in the empty habitat patch influences the rate of successful establishment of new populations (I. Hanski and M. Singer, unpublished data), and we have shown how the extinction and colonization rate of the primary parasitoid *C. melitaeaurum* is influenced by the food plant species of the host insect population (van Nouhuys and Hanski, 1999). It is thus clear that a comprehensive understanding of multitrophic interactions in fragmented landscapes remains incomplete unless the spatial dimension is explicitly considered.

Turning to the theoretical predictions about multitrophic interactions in space, it is evident that the length of the food chain is limited by metapopulation dynamics. We observed that on the island of Kumlinge with a relatively small butterfly metapopulation consisting of some tens of small local populations, of the parasitoids only *H. horticola* is present, whereas its competitor, *C. melitaeaurum*, and its hyperparasitoid, *Mesochorus stigmaticus*, are absent. This pattern is consistent with the theoretical expectations because *H. horticola* is the better disperser of the two primary parasitoids, and the fourth trophic level (the hyperparasitoid *M. stigmaticus*) is expected to drop out first from the metacommunity in a small patch network. It may also be significant that of the host plant species only *P. lanceolata* occurs in Kumlinge, on which the parasitoid *C. melitaeaurum* does less well than on *V. spicata*.

A recent study by Komonen et al. (2000) has strikingly illustrated how habitat fragmentation is likely to truncate food chains in a different ecological setting. Komonen et al. (2000) studied the insect community inhabiting the bracket fungus *Fomitopsis rosea* in continuous and fragmented old-growth forests in Finland. The numerically dominant food chain consisted of the fungus, the tineid moth *Agnathosia mendicella*, and the tachinid parasitoid *Elfia cingulata*. The median number of trophic levels decreased from three in areas of continuous old-growth to one in 10-ha fragments of old-growth that had been isolated for longer than 12–32 years. Such truncation of food chains as a consequence of habitat fragmentation is probably a common occurrence, because species in many metacommunities are not adapted to fragmented or unstable habitats. The mechanisms that lead to the shortening of food chains in newly
fragmented habitats involve spatial processes, especially processes limiting dispersal and colonization, but also the traditional multitrophic level interactions.
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The chemical ecology of plant–caterpillar–parasitoid interactions

Introduction

Predators and parasitoids can be major mortality factors for many herbivorous insects. As such, these members of the third trophic level may positively affect the fitness of certain plants on which the herbivores feed. Such indirect ecological links between the third and first trophic level appear to have resulted in some spectacular adaptations in plants, as well as in the natural enemies. Most evident are the morphological adaptations that result in a very close relationship between certain plants (e.g., *Cecropia* and *Acacia*) and ants that use these plants as their home and major source of food. These plants may carry structures that allow them to harbor (in hollow thorns or roots) and feed (with extrafloral nectar organs or food bodies) ants. While the ants benefit from lodging and food, the plants benefit from protection against herbivores. It is generally accepted that the plant structures and secretions secure the protection by ants (e.g., Janzen, 1966; McKey, 1988; Oliveira, 1997).

A less obvious plant adaptation are the signals that plants emit when they are damaged by herbivores. These signals, which are emitted in the form of volatile substances, are used by predators and parasitoids to locate potential prey or hosts. Although there are several alternative possible functions for these emissions, evidence for their role in the attraction of the third trophic level is accumulating. This chapter selectively reviews and discusses this evidence. Three aspects relevant to the evolution of herbivore-induced plant signals are emphasized: (1) the factors that lead to and influence the emission of the signals; (2) the specificity and reliability of the signals in terms of the information that they provide to natural enemies of herbivores; and (3) the benefits that plants may derive from attracting parasitoids.
Several aspects of chemically mediated tritrophic level interactions have been extensively reviewed (e.g., Vet and Dicke, 1992; Whitman, 1994; Turlings and Benrey, 1998; Dicke and Vet, 1999; Sabelis et al., 1999). Here we focus on some of the most recent developments in the area. We discuss the usefulness as well as the limitations of plant-provided signals, with an emphasis on results from our own work on cultivated and wild maize plants, and their interactions with caterpillars and parasitoids. With evidence that shows that certain parasitoids can enhance plant fitness, we hope to reinforce the notion that parasitoids may contribute to selective pressures that have helped shape the evolution of induced plant signals. Some future directions of research that may provide more conclusive evidence are discussed (see also chapter 2).

**Herbivore-induced plant odor emissions that attract parasitoids**

The realization that plants may exhibit an indirect or extrinsic defense in the form of signals that promote the presence and effectiveness of natural enemies has been around for some time (e.g., Price et al., 1980; Price, 1986; Vinson et al., 1987). It has also been known for some time now that plant volatiles play a role in the foraging behavior of natural enemies of herbivores (see review by Nordlund et al., 1988). The first combination of behavioral and chemical evidence showing that plants actively emit signals in response to herbivory was presented by Dicke and Sabelis (1988). They found that the predatory mite *Phytoseiulus persimilis* uses volatile cues emitted by spider-mite-infested plants to locate the spider mite *Tetranychus urticae*, its principle prey. Since this first publication, ample additional evidence emphasizes the importance of herbivore-induced plant volatiles in the host or prey location of many entomophagous arthropods (for reviews see Vet and Dicke, 1992; Dicke, 1994; Turlings and Benrey, 1998; Dicke and Vet, 1999).

We have been studying the host location behavior of larval endoparasitoids that attack Lepidoptera, in particular *Cotesia marginiventris* (Hymenoptera: Braconidae) (Fig. 7.1). This generalist parasitoid mainly uses herbivore-induced plant odors to locate the microhabitat of its hosts (Turlings et al., 1990, 1991a, b), Maize (*Zea mays* L.) and various *Spodoptera* species (Lepidoptera: Noctuidae) have served as the respective plant and herbivore models. Maize and related plants are particularly well suited for such studies because of their rapid and strong response to herbivory (Turlings et al., 1998a; Gouinguené et al., 2001). A healthy maize plant
releases very small amounts of volatiles, but after an attack by caterpillars, a dramatic change in its odor profile can be detected within hours (Fig. 7.2). The emission is systemic and hence takes place in damaged as well as undamaged leaves of an attacked plant. Mechanical damage inflicted to the leaves of most maize varieties results in a marginal release of volatiles, but when the damaged sites are treated with caterpillar oral secretion, the induction of odor emission is similar to that resulting from caterpillar feeding (Turlings et al., 1990). Specific elicitors in the secretion are responsible for this reaction (see below).

Various other (non-host) insects have been found to elicit the same or similar responses in maize plants (Turlings et al., 1993a, 1998b), thus limiting the information that these odorous plant signals provide on the identity or stage of the herbivore that is present on the plant. Yet, *C. marginiventris* and other hymenopterous parasitoids that attack Lepidoptera larvae appear to rely heavily on these signals for host location.

**Plant-provided cues versus host-derived cues**

As first pointed out by Vet and Dicke (1992), plant-provided signals have the obvious advantage over cues derived from the host itself in that they are released in much larger quantities and thus easier to detect. The lack
of host-derived cues may result from strong selection upon the hosts to be
cryptic and difficult to detect by their enemies, while plants may benefit
from advertising the presence of herbivores to these enemies (Tumlinson
et al., 1992; Vet and Dicke, 1992). The dramatic difference in odor emis-
sions between host and plant is illustrated in Fig. 7.2. An undamaged
maize plant (Fig. 7.2A) is virtually odorless compared to plants that have
been subjected to feeding by Spodoptera larvae (Fig. 7.2B, C). Removing the
caterpillars and their feces from a damaged plant does initially not
change the odor profile (Fig. 7.2C). Collections of the odor of isolated cat-
terpillars (Fig. 7.2D), or just isolated feces (Fig. 7.2E) confirm that the plant
is the principal source of detectable volatiles. The damaged seedlings
emit more than a thousandfold the amount of what the other two compo-
nents of the complete plant host complex emit. The plant-provided
signal is highly detectable, but may have the disadvantage that it is not
necessarily very reliable in terms of the information it contains (Vet et al.,
1991; Vet and Dicke, 1992; Wäckers and Lewis, 1994). The fact that the
odors are released only in response to herbivory increases this reliability,
but the odors were previously not thought to provide information on the
identity of the herbivore or on its suitability as a host for a particular par-
asitoid. However, as discussed in the next section, recent evidence indi-
cates that plants may actually emit specific signals that do provide such
information.

**Specificity of the plant signals**

Most herbivores will be attacked by multiple natural enemies and some of
these natural enemies will be more effective in reducing herbivory than
others. It would be useful to a plant to specifically attract the most benefi-
cial natural enemy and not the ones that do not reduce herbivory.
However, we have argued in the past that selection will not necessarily
favor plants to emit signals that provide very specific information on
which herbivore is damaging the plant (Turlings et al., 1995). This argu-
ment is based on the notion that the plant cannot control who exploits its
signals. Any parasitoid, predator, or even herbivore may adapt its
responses to a certain signal if such a signal can guide it to suitable
resources. This may be different if there are differences in the detection
limits among insect groups. No such evidence exists, but it is possible
that there are constraints on what volatile chemicals can be perceived by
an insect’s chemosensory system and that these constraints vary for
Fig. 7.2. Typical chromatographic profiles overlaid with bar graphs of the average amounts \((n = 5)\) of volatiles collected for 2 h from: a healthy, undamaged maize plant (HEALTHY PLANT), a maize plant that has been damaged for 16 h by 10 *Spodoptera littoralis* larvae, with the larvae and their by-products still present (COMPLETE PLANT–HOST COMPLEX), a similarly damaged maize plant, but from which the larvae and by-products were removed (DAMAGED PLANT ONLY); the feces removed from two maize plants damaged each by 10 *S. littoralis* larvae for 16 h (FECES ONLY), and 20 *S.
different insects. In other words, broadcasting within the chemical range that can only be detected by the insect(s) that the plant “wants” to attract offers an opportunity for specific signals to evolve. But if there are no strict limits to what insects can detect, it seems unlikely that plants can control which natural enemies they attract. Thus, plants that emit a signal in response to the attack by a certain herbivore will do this with the potential consequences of attracting unwanted (e.g., herbivores) or ineffective visitors (e.g., parasitoids that do not reduce herbivory). Attracting natural enemies that cannot successfully attack the herbivores present on a plant is not detrimental to the plant as long as the effective natural enemies are attracted as well and they do not interfere with each other. As a consequence, by lack of any better (more reliable) cues, the natural enemies may be forced to use what the plants offer them, even if this leads them to plants with unsuitable resources.

The suspected absence of specificity of the signals was also based on several observations concerning the behavior of parasitic wasps. For example, *Cotesia marginiventris* and *Microplitis croceipes* are readily attracted to maize plants that were induced to emit volatiles with the regurgitant of grasshoppers, which do not serve as hosts (Turlings *et al*., 1993a). Similarly, McCall *et al.* (1993) found that *M. croceipes* is just as attracted to plants attacked by *Helicoverpa zea* (a host) as to plants attacked by *Spodoptera exigua* (non-host). However, once these parasitoids have landed on the damaged plants they quickly determine the suitability of the host. They probably use contact kairomones that are present in the hosts’ feces or silk (Loke *et al*., 1983). If they do not detect these innately recognized stimuli, they will quickly depart again (T. C. J. Turlings, personal observations). It is expected that the wasps use their keen ability to learn through association (Lewis and Tumlinson, 1988; Turlings *et al*., 1993b; Vet *et al*., 1995) to eventually pick up subtle differences among

**Fig. 7.2.** (cont.)

*Agrotis littoralis* larvae that had been feeding on two maize plants for 16 h (LARVAE ONLY). The labeled peaks are: 1, (Z)-3-hexenal; 2, (E)-2-hexenal; 3, (Z)-3-hexen-1-ol; 4, β-myrcene; 5, (Z)-3-hexen-1-yl acetate; 6, 1-hexyl acetate; 7, ocimene; 8, linalool; 9, (Z,E)-4,8-dimethyl-1,3,7-nonatriene; 10, benzyl acetate; 11, phenethyl acetate; 12, indole; 13, methyl anthranilate; 14, geranyl acetate; 15, unknown sesquiterpene; 16, β-caryophyllene; 17, (E)-α-bergamotene; 18, (E)-β-farnesene; 19, unknown sesquiterpene; 20, β-bisabolene; 21, unknown sesquiterpene; 22, (E)-nerolidol; 23, (Z,E)-4,8,12-trimethyl-1,3,7,11-tridecatetraene. The asterisk marks pentadecane, which is emitted from the oral secretion of the larvae (Turlings *et al*., 1991b). IS1 and IS2 represent the internal standards n-octane and nonyl acetate, respectively.
Fig. 7.3. Typical chromatographic profiles of volatiles collected from four different maize genotypes (A), four wild relatives of maize, teosintes (B), and from maize plants of the variety “Delprim” that were left undamaged or incubated in the regurgitant of either second, third, or fifth instar *Spodoptera littoralis* larvae (C). Odors were collected for 2 h about 14 h after a particular treatment was performed or started. For (A) and (B), 2 cm$^2$ of two leaves of each plant were scratched and 10 μl of *S. littoralis* regurgitant was applied to the damaged sites. The labeled peaks are: 1, β-myrcene; 2, (Z)-3-hexen-1-yl acetate; 3, linalool; 4, (3E)-4,8-dimethyl-1,3,7-nonatriene; 5, phenethyl acetate; 6, indole; 7, geranyl acetate; 8, β-caryophyllene; 9, (E)-α-bergamotene; 10, (E)-β-farnesene; 11, β-bisabolene; 12, unknown sesquiterpene; 13, (3E, 7E)-4,8,12-trimethyl-1,3,7,11-tridecatetraene. IS1 and IS2 represent the internal standards n-octane and nonyl acetate, respectively.
host and non-host cues to become more efficient at finding plants that carry hosts. In particular, the use of more than one type of cue, including small amounts of volatiles from host feces (Eller et al., 1988, 1992), as well as visual cues from plant parts and damage patterns (Wäckers and Lewis, 1994), could allow them to detect differences among sites with suitable hosts and sites with non-hosts.

Surprisingly, however, some new studies present strong evidence for high specificity in the plant signals. Dicke (1999) reviews the evidence for and against specificity of plant signals used by parasitoids and predators. One of the most striking examples is the one presented by Takabayashi et al. (1995), who showed that maize plants under attack by Pseudaletia separata larvae release significant amounts of induced volatiles only when young larvae (first to fourth instar) feed on the plants. Plants that are attacked by larvae of later instars (fifth to sixth) release far less of these signals. In accordance, the parasitoid Cotesia kariyi, which can only successfully parasitize the early-instar larvae, is highly attracted to maize plants eaten by early-instar larvae and not by plants eaten by late-instar larvae (Takabayashi et al., 1995). Based on their results, we hypothesized that the regurgitant of younger larvae induces a stronger reaction than that of older larvae. An experiment in which we used the regurgitant of Spodoptera littoralis larvae in which we incubated young maize plants does not corroborate this hypothesis (Fig. 7.3). As far as we can judge from the chromatographic profiles, maize plants incubated in the regurgitant of second, third, or fifth instar S. littoralis emit very similar blends of odors (Fig. 7.3C). Moreover, caterpillars of the different stages that inflicted equivalent amounts of damage caused comparable odor emissions in individual maize plants and females of the parasitoid Microplitis rufiventris did not distinguish among the plants (Gouinguené, 2000). As stressed by Dicke (1999), such assays with natural enemies that exploit the plant-provided signals are ultimately necessary to reveal how specific the signals are.

A second striking example of specific signaling comes from a series of studies on the host location behavior of Aphidius ervi, an aphid parasitoid with a limited host range, which includes the pea aphid, Acyrthosiphon pisum (Du et al., 1998; Powell et al., 1998). This parasitoid is attracted to pea plants infested by the host aphid and far less so by pea plants infested by a non-host, Aphis fabae. Implicated in the specificity of the signal is 6–methyl-5–hepten-2–one, a substance that was only detected in the odor profile of plants infested by Acyrthosiphon pisum and not in the profile of Aphis fabae-infested plants (Wadhams et al., 1999). Indeed, Acyrthosiphon ervi
is found to be particularly attracted to 6-methyl-5-hepten-2-one (Du et al., 1998). Interestingly, 6-methyl-5-hepten-2-one is also produced by aphid-infested cereals (Quiroz et al., 1997) on which A. ervi finds some of its other hosts (Wadhams et al., 1999). It would be fascinating if 6-methyl-5-hepten-2-one were found to be released only by plants with A. ervi hosts, as it would provide this oligophagous parasitoid with a highly reliable signal, which may also have played a role in determining its host range.

Another specificity example comes from a study on Cardiochiles nigriceps, a parasitoid that specializes on Heliothis virescens (De Moraes et al., 1998). In flight tunnel studies, as well as in field observations, this wasp was able to distinguish between plants that are under attack by its host and plants that are under attack by the closely related noctuid Helicoverpa zea, which C. nigriceps does not parasitize. De Moraes et al. (1998) further showed that some compounds were released in different proportions by maize and tobacco plants, depending on which of the two noctuids fed on the plants. It remains to be determined which of the volatiles provide the wasps with the specific information that allows them to distinguish among plants with suitable hosts and plants with unsuitable larvae.

Reliability of plant-provided signals will also be affected by the variability among plant genotypes (chapter 2). We have screened a large number of maize cultivars and several wild relatives of maize (teosinte) and found considerable differences in the volatile blends that they emit (Fig. 7.3). The cultivars (Fig. 7.3A) as well as the wild species of Zea (Fig. 7.3B) differ in the total quantity as well as in the quality of the volatiles that they emit. The variety “Delprim,” for instance, released large amounts, while “Byzance” released relatively little. An example of the qualitative differences is the release of β-caryophyllene (peak 8, Fig. 7.3), which was emitted by some cultivars in large amounts, but could not be detected in the blends of others. These results were similar for the wild plants (Fig. 7.3B), showing that this trait has been well conserved despite selection for cultivation. This similarity is contrary to the hypothesis that domestication of plants will result in a decrease of secondary defense substances in favor of increased yield and palatability (Benrey et al., 1998). We had also expected a decrease based on the results from Loughrin et al. (1995) who had found much larger quantities of induced volatiles emitted by naturalized cotton than by cultivated cotton. Interestingly, the wild teosinte that is the closest related to cultivated maize, Zea mays parviglumis (Wang et al., 1999), was the most odorous of the wild species we tested (Gouinguené et al., 2001).
In contrast to the differences among cultivars, the variation within a particular cultivar is very small. Figure 7.3C shows the odor blends collected from plants of the cultivar “Delprim” after these had been incubated in distilled water or in a solution with the regurgitant of three different larval instars of *S. littoralis*. Plants from the water treatment emitted only few compounds in very small amounts, whereas those that had been incubated in regurgitant showed a dramatic increase in the odor emissions. The emissions were remarkably similar for the different instars (Fig. 7.3C). As mentioned above, this contrasts with the findings of Takabayashi *et al.* (1995), but does certainly not exclude the possibility that certain parasitic wasps are capable of detecting differences among these odor blends. Such differences must be very subtle and are likely to require a particular sensitivity to compounds that are released in small amounts. Given the enormous variation that we find in our screenings, it remains a mystery as to how parasitoids may detect specific signals within this variability. Carefully designed experiments are needed to reveal which of the compounds provide the necessary information. One way by which specificity in signals can be accomplished is if different elicitors operate for different herbivores (Hopke *et al*., 1994). A good understanding of the mechanisms of induction is therefore essential.

**What elicits the odor emissions?**

Mechanical damage to leaves triggers the release of various volatile substances, but this release is usually different, or at least weaker than what is emitted in response to herbivore-inflicted damage. For example, Dicke *et al.* (1990a) found that lima bean plants that had been infested by spider mites released several compounds that were not released by plants that had been artificially damaged by rubbing the leaves with carborundum on wet cotton wool. The compounds released only after mite infestation are also the ones that are implicated in the attraction of predatory mites to spider-mite-infested plants (Dicke and Sabelis, 1988; Dicke *et al*., 1990a, b). Predatory thrips are also capable of making the distinction; they are attracted to spider-mite-infested plants, but not to mechanically damaged plants (Shimoda *et al*., 1997).

In cabbage plants, the difference between mechanically damaged and herbivore damaged plants is only quantitative (Mattiacci *et al*., 1994), which may indicate a defense strategy different from that of some other plants. An increased and prolonged release of cabbage volatiles can also be
elicited by applying regurgitant from *Pieris brassicae* caterpillar to artificially damaged sites. Mattiacci *et al.* (1995) found that β-glucosidase, which is present in *P. brassicae* regurgitant, triggers this response in cabbage and can render the plants more attractive to *Cotesia glomerata*, a parasitoid of *Pieris* species.

Maize plants that are subjected to mechanical damage release far less of the induced odors than plants that have received a similar amount of damage by *Spodoptera* larvae. However, when regurgitant of these larvae is applied to mechanically damaged sites, a similar reaction takes place as is observed for caterpillar-damaged plants (Turlings *et al.*, 1990). A potent elicitor was isolated from the regurgitant of *S. exigua* (Turlings *et al.*, 2000) and was identified as N-(17-hydroxylinolenloyl)-l-glutamine (Alborn *et al.*, 1997, 2000). This compound, which was named volicitin, appears to stimulate the octadecanoid pathway in a similar manner as the well-known plant defense signal jasmonic acid.

Work by Paré, Tumlinson, and co-workers has provided additional insight into the processes that lead to the emissions of induced volatiles by plants. In a first study, they demonstrated that in cotton plants induced terpenoids are produced *de novo* and subsequently release several days after a herbivore attack. They passed $^{13}$CO$_2$ over the plants and found the label back in the induced volatiles, but not in volatiles that are stored and constitutively present in the plants (Paré and Tumlinson, 1997). The *de novo* synthesis may explain why induced volatiles are mainly emitted in the presence of light (Loughrin *et al.*, 1994; Turlings *et al.*, 1995).

Paré *et al.* (1998) further showed that the elicitor volicitin is partially plant-derived. Linolenic acid from the leaves, when ingested by *S. exigua* larvae, binds with a hydroxyl group and glutamine in the caterpillar’s oral cavity to form the volicitin molecule. It remains unclear why a compound like volicitin, which is potentially detrimental to the caterpillars, has persisted over evolutionary time. It is likely that volicitin plays an important role in the insect’s physiology, perhaps as an emulsifier in digestion. It is clear that the formation of volicitin is partially under the control of the plant.

The structure of volicitin strongly suggests that it is a trigger of the octadecanoid signaling pathway (Alborn *et al.*, 1997). How this further elicits the synthesis and release of the various volatile compounds remains to be fully elucidated. Boland and co-workers (Boland *et al.*, 1999) have made considerable progress in this area and have also demonstrated that unrelated bacterial phytotoxins induce similar volatile emissions. They
have raised some doubt about the activity of volicitin and its presence in S. exigua regurgitant (Pohnert et al., 1999). However, the fact that they did not detect it in regurgitant that they collected from S. exigua may have been the result of a rapid breakdown in crude regurgitant at room temperature. We compared the potency of volicitin with several other known elicitors (Fig. 7.4). For this purpose, maize seedlings (var. “Delprim”) were incubated for 16 h with their excised stem in a buffer solution with either 10% S. littoralis regurgitant, or solutions of either volicitin, salicylic acid, jasmonic acid, or coronatin at a concentration of $3.16 \times 10^{-7}$ mol ml$^{-1}$. Of these known elicitors, coronatin, a pathogen-derived amino acid conjugate (Boland et al., 1995), was by far the most powerful in inducing an emission (Fig. 7.4). For volicitin we used two sources, the Gainesville laboratory (H. Alborn and J. H. Tumlinson) and the Jena laboratory (T. Koch and W. Boland). The tendency for the volicitin from Gainesville to be slightly more active (Fig. 7.4) may have been due to the fact that it was only the active L-configuration (Alborn et al., 1997), while volicitin from the Jena group was a mixture of L- and D-volicitin. The differences between the two were not significant and both versions were just as effective in inducing volatile emissions as caterpillar regurgitant at the chosen concentrations. Jasmonic acid was somewhat less active, while salicylic acid did not induce a response (Fig. 7.4).

**How the plant may benefit**

Demonstrating that induced plant defenses reduce the damage that herbivores inflict upon the plants to an extent that it increases plant fitness has proven to be difficult. Only recently have some field studies shown the positive effects of induced direct defenses (Agrawal, 1998; Baldwin, 1998). Evidence for the proposed function of induced volatiles in indirect defense has largely been missing (chapter 2). A study by Thaler (1999) made a first step in this direction by showing that parasitization rates in tomato fields that were treated with jasmonic acid (which can induce odor emissions) were higher than in untreated fields. It remained to be shown that the plants actually benefit from increases in parasitism. Lack of such evidence has evoked some skepticism (e.g. Faeth, 1994; van der Meijden and Klinkhamer, 2000). It is clear that our interpretation of results of studies on herbivore-induced changes in plant chemistry is biased by our interest in the effects of the chemicals on parasitoid behavior. It is an intriguing prospect that plants are emitting the volatiles as signal to attract natural enemies of herbivores. Van Loon et al. (2000) and Fritzsche-Hoballah and
Fig. 7.4. Odor emission of maize seedlings (var. “Delprim”) incubated overnight in 0.5 ml of deionized water, buffer (50 mmol Na$_2$HPO$_4$ adjusted to pH 8 with citric acid), regurgitant of Spodoptera littoralis caterpillars (10× diluted with buffer), and solutions of different elicitors at 3.16 × 10$^{-7}$ mol ml$^{-1}$ in buffer. Total amount = sum of 13 main compounds in the odor blend (see Fig. 7.3). Treatments with the same letters are not significantly different at the 5% level according to the Tukey–Kramer post hoc test (ANOVA on log-transformed values: $F=131$; df = 7; $P = 0.0001$; $n = 6$ except for regurgitant where $n = 12$).
Turlings (2001) recently showed that the action by parasitoid could indeed increase plant fitness (see below). However, induced plant volatiles may serve various other functions (Turlings et al., 1995).

The main or primary function of plant (induced) volatiles will be very hard to determine, but clearly any benefit that the plant derives from emitting the volatiles will contribute to selective pressures that have shaped their production and release. If the attraction of natural enemies does indeed increase plant fitness, then this effect is likely to have resulted in selective modification of this intriguing plant trait. What are the costs and benefits in this context? The ultimate cost and benefit balance of signaling is extremely difficult to assess because of the complex consequences (Dicke and Sabelis, 1992). Chemicals affect multiple partners within complex food-webs in unpredictable ways. Janssen et al. (1998) provide an overview of the various indirect interactions that may take place among the arthropods that inhabit plants and emphasize the need for more studies that consider entire food-webs. Although cost–benefit analyses in which only a few of the interacting partners are considered will not tell us the entire story, they could give us an indication of the use of the signals under particular (assumed) conditions. A first step towards determining the costs of herbivore-induced plant signals is to assess the energy and resource investment.

Secondary compounds are relatively costly in terms of energy and organic matter. Terpenoids, the class of compounds that is emitted in large amounts by many plants species in response to herbivory (Dicke, 1994), are more costly to produce than other induced plant compounds (Gershenzon and Crouteau, 1993). Gershenzon (1994) estimates that for each gram of terpenoids, the equivalent of more than 3 grams of glucose needs to be invested. A large number of reductions and enzymatic conversions are involved in production. Such costs, however, are low in respect to leaf tissue production. Dicke and Sabelis (1989) estimate that induced odor emissions for mite-infested plants is less than 0.001% of leaf production per day. It is generally expected that some cost must be involved otherwise selection may favor plants that continuously produce the defensive substances (Sabelis and de Jong, 1988; Godfray, 1995). Calculations of costs of induced defenses usually lead to underestimates of total physiological costs because they do not consider pleiotropic effects and investments such as enzyme synthesis and avoidance of autotoxicity (Simms, 1992; Zangerl and Bazzaz, 1992). The calculation becomes even more complex when ecological costs are considered.
Ecological costs may come in the form of attracting additional herbivores that exploit the signals. Several beetles are attracted more to plants that are already infested by conspecifics than by uninfested plants. However, other herbivores for which it has been studied tend to be repelled by odors emitted by plants infested by conspecifics (see Turlings and Benrey, 1998 and Dicke and Vet, 1999 for examples).

Ultimately, we need to express the costs and benefits of induced volatile emissions in terms of plant fitness. This is difficult because volatiles may be involved in a multitude of interactions (see also chapters 2, 5, and 6). The attraction of parasitoids and predators is one of those, but other trophic levels will be affected in ways that may be either beneficial or detrimental to the plants. For instance, little is known about how induced plant volatiles affect microorganisms, but some of the terpenoids have antibiotic properties (Langenheim, 1994; Harrewijn et al., 1994/5). It is certainly possible that one of the main (primary) functions of the induced volatiles is to protect the plant against pathogens. In fact, pathogen-derived compounds can elicit plant odor emissions at low concentrations (Boland et al., 1999).

Possible benefits that could be measured within a single plant–herbivore–enemy system are the fitness gains that a plant receives from enhancing the rate at which the specific enemy attacks the herbivore. In the case of predators, an increase in attack would have an immediate and positive effect on plants. The importance of induced plant volatiles was first demonstrated for a plant–mite system where predators are involved (Dicke and Sabelis, 1988). Spider mites tend to overexploit their host plants and, in the absence of predators, the plants may die (Sabelis et al., 1999).

On the other hand, for parasitoids it is not always obvious that they can benefit individual plants. In biological control, introduced parasitoids can reduce herbivory on target plants, but this reduction is accomplished by pest population control and not through immediate protection of individual plants. Most parasitoids for which it has been shown that they are attracted by induced plant odors are koinobiont, which means that they do not immediately kill their hosts, but initially allow them to continue their development. Some hosts of koinobiont parasitoids will actually remain larvae longer and grow larger as a result of parasitization (Rahman, 1970; Parker and Pinnell, 1973; Byers et al., 1993). An individual plant will clearly not benefit from attracting such parasitoids. But what about the parasitoids, such as C. marginiventris, that reduce the feeding rate of their hosts (Ashley, 1983; Jalali et al., 1988)?
Will they reduce damage to a plant to an extent that it may increase plant fitness? Experiments with young maize plants clearly suggest that this is the case. We subjected plants either to feeding by a single unparasitized *Spodoptera littoralis* larva, or by a *S. littoralis* larva that was parasitized by *C. marginiventris*. The photograph in Fig. 7.5 shows the consequences for host development. By the time the parasitoid larva emerges from its fourth instar host, the host is far smaller than an unparasitized larva of the same age (Fig. 7.5). This difference is reflected in the dramatic difference in the amount of damage that the larvae caused to young maize plants (Fritzsche-Hoballah and Turlings, 2001). Plants that had been subjected to these different treatments were then transferred to a plot adjacent to a maize field to allow full development. The observed reduction in damage was reflected in a differential seed production, with the plants that had been attacked by a healthy caterpillar yielding less seed than those that had a parasitized caterpillar (Fritzsche-Hoballah and Turlings, 2001). Van Loon *et al.* (2000) obtained similar evidence that certain parasitoids may help increase plant fitness. They show that *Arabidopsis thaliana* plants produce considerably less seed after herbivory by healthy larvae of *Pieris rapae* (Lepidoptera: Pieridae) than after herbivory by larvae that were parasitized by the solitary endoparasitoid *Cotesia rubecula*. Future studies in this area should test for the same effects under natural conditions.

If the attraction of natural enemies is one of the functions of the plant-provided signals, then they should be emitted the most when a plant is in its most vulnerable stage. A small seedling is likely to suffer much more from an attack by a single caterpillar than a fully grown plant. To test if this difference in vulnerability of different plant stages is reflected in the strength of the signal emitted, we compared the odor production for 1-, 2-, 4-, 6-, and 8-week-old maize plants of the variety “Delprim” (Fig. 7.6). Two of the youngest leaves of each plant were damaged by scratching $2 \times 2 \text{ cm}^2$ of the surface, after which $10 \mu l$ of *S. littoralis* regurgitant was applied to each damaged site. Plants were covered with a Nalophane cooking bag and volatiles were collected for 2 h about 16 h after treatment as described by Turlings *et al.* (1998b). The very small 1-week-old plants, which carried only two leaves, released relatively small amounts, while the 2-week-old plants (with three fully developed leaves) showed the highest total production of volatiles, even without correction for biomass (Fig. 7.6). The older plants, especially those of 6 and 8 weeks, released much less. Assuming that the very young plants are unlikely to be
Fig. 7.5. Final size difference between a healthy, unparasitized *S. littoralis* larva (left) and a larva parasitized by *C. marginiventris* (right). (Photo by Yves Borcard.)
Fig. 7.6. Total of odor emission during 2 h of maize plants of different ages 16 h after being damaged (2 × 2 cm² scratched with a razor blade) and treated with 10 μL of regurgitant of Spodoptera littoralis larvae on each damaged site. The left graph presents data without correction for biomass and the right graph presents data after biomass correction (ng/g dry weight). Letters above bars indicate significant differences among the different ages (Student–Newman–Keuls post hoc test after ANOVA).
attacked, the trend that the next youngest plants released more than the older plants supports the notion that the most vulnerable stage should emit the strongest signal. This, of course, is not evidence for a signaling function, but it fits nicely with the presumptions of the hypothesis that plants may have, in part, evolved this trait to attract the natural enemies of their herbivorous attackers.

**Discussion**

As ecologists we seek patterns and general rules in the relationships among organisms. One pattern that we observe is that plants respond to herbivory with the production and emission of specific volatiles and that parasitoids of herbivores tend to make use of these plant-provided signals in their search for hosts. But this is perhaps as far as we can go with our generalizations of the interactions. The enormous diversity of plants, herbivores, and parasitoids, each with a different life history, assures an equally immense diversity in the various interactions. Estimates of the number of parasitoid species are as high as several million (Godfray, 1994). Each species will have evolved different strategies to find its hosts. The same is true for the adaptations in the plants that play a key role in these interactions. It is therefore to be expected that the interactions vary in many of their details. One such detail is the specificity and reliability of the signals that plants provide. Some studies clearly indicate specificity, others do not (Dicke, 1999). We argue that availability of a reliable signal in many cases is not an adaptation of the plant, but that the insects take advantage of accidental differences in plant responses. However, with so many variations on the same theme, there are likely to be exceptions. The studies of Powell *et al.* (1998) and De Moraes *et al.* (1998) provide good evidence for specific signals. The next challenge will be to find the mechanisms that allow for this specificity within the constraints of considerable genotypic variation in plant odor emissions.

Equally variable will be the direct benefits that plants derive from parasitoids. We study species that attack the early instars of their hosts and reduce the hosts’ lifetime consumption. Van Loon *et al.* (2000) suggest that probably all solitary parasitoids of Lepidoptera reduce food consumption in their host, but others parasitoids do not. Some parasitoids may even increase consumption and thus the damage that is inflicted upon a plant. One might be able to exploit such differences for studies on the evolution of parasitoid–plant interactions by comparing plant species
or populations that differ in the degree of direct benefit that they receive from the natural enemies that attack their respective herbivores. An adaptive plant-signaling hypothesis would predict that plant species/populations are more likely to respond with strong odor emissions when the benefits of attracting the natural enemies are high. Long-term selection experiments could be an alternative way to test the same or similar hypotheses if the considerable variation that we observe among maize genotypes is at least partially due to additive genetic variation.

The controversy over the use of transgenic plants in agriculture has put the effects of plant traits on insects, especially on beneficial or cherished insects, in the spotlight (Losey et al., 1999; Schuler et al., 1999). Future research on the consequences of transgenesis will have to address the aspect of plant attractiveness to beneficial insects and may even consider manipulating this trait to enhance the pest control potential of natural enemies. Genetic modifications also have the potential to largely facilitate the testing of the importance of certain substances in attracting parasitoids by allowing for specific alterations in induced odor emissions. Thus, many of the remaining questions addressed in this chapter are likely to be answered in the near future.
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Canopy architecture and multitrophic interactions

Introduction

Predator–prey, parasitoid–host, and other arthropod interactions do not occur in a vacuum, nor in a featureless world, but in a highly structured and complex environment. This basic observation has triggered numerous theoretical and empirical studies at the population level. Many are centered on the dynamics of populations occupying different patches (summarized in Hassell, 2000). A metapopulation framework implies a spatial arrangement of patches and movement of predators between them. However, once in a patch, a homogeneous spatial situation is again assumed, and predators search at random. In fact, we know of very few examples of arthropod predator–prey or host–parasitoid studies which do incorporate the geometry of the environment at a smaller scale than a patch. In particular, we do not know any study that satisfactorily quantifies the architecture of the plant canopies and its influences on the outcomes of the interactions. This is surprising given that a great majority of predator–prey and parasitoid–host interactions occur in vegetation. Filling this gap is the thrust of this chapter.

The disregard for the architecture of the environment, in particular plant architecture, has two explanations. First, concepts and methods for mapping and modeling plant architecture have been developed only recently, i.e., mainly from the 1980s. Plant architecture, in particular tree architecture, has been the subject of intense research for quite some time (see for example Halle and Oldeman, 1970; Halle et al., 1978), but this work was of a qualitative nature. Thus, the knowledge of how to measure and model plant architecture is too recent to have penetrated all fields of ecology. Plant canopies are highly complex modular structures that can be
described both in topological and geometrical terms. Topological information specifies the physical relationships between the different components of the structure while geometrical information specifies, inter alia, the shape, size, and spatial location of the components (Godin et al., 1999). The architecture of a plant is an emergent property of its morphogenetic rules. Several ways to model morphogenetic rules have recently been proposed and the field is very active (see Room et al., 1996; Michalewicz, 1999; Pearcy and Valladares, 1999; Gauthier et al., 2000; Parker and Brown, 2000).

Second, modeling interactions without paying attention to the fine-grained structure of the environment enables us to use variants of diffusion equations, for which a large body of knowledge is available (see Tilman and Kareiva, 1997; Shigesada and Kawasaki, 1997; Turchin, 1998). As comfortable as these assumptions may be, we are left with a large number of interactions for which a consideration of the geometry of the environment seems mandatory. The following example illustrates the kind of situations we envisage and the type of problems we would like to solve.

Imagine a ladybird beetle moving through vegetation, searching for prey of low abundance. Most of the stems and leaves and other structures the beetle explores are void of prey. Except for a few locations with hosts, and a few more with “hints” to the predator such as honeydew drops, the animal is moving in an empty “maze.” The “maze” constrains its movement by determining which routes are possible and which are not and is characterized by having components of both order and disorder. The animal itself makes different behavioral decisions in seemingly similar conditions, i.e., it also displays some degree of “randomness,” real or not, in its movement rules. Finally, the distribution of prey is most likely clumped, implying that the travel time between clusters of hosts will be very long. These long journeys will be spent finding a way through the maze.

The above description calls for a thorough understanding of at least three components of the multitrophic interaction: (1) the architecture of the environment, (2) the distribution of prey in the environment, and (3) the intrinsic movement rules of the predator. It is only after we have all three components that we can answer the following questions:

- What is the relative impact of plant architecture and prey distribution on predator searching efficiency?
- How is the risk of predation distributed among prey?
- Are the basic laws of diffusion equations valid, such as the linear increase mean square displacement?
• If yes, under which conditions can we disregard the architecture of the environment and use a “mean field” approximation?
• If no, what are the consequences of the anomalous diffusion in terms of individual and population parameters?
• Finally, how much biological realism must be sacrificed to construct a robust model for plant architecture and animal movement?

The above questions would be best answered by blending harmoniously the two themes of movement processes and geometrical systems. In practical terms, however, it is much easier to emphasize one of the themes and simplify the other. Thus, this chapter has been written from the perspective of a predator foraging for stationary prey in plant canopies of given architecture. Hence, we do not deal with modeling plant architecture per se and point the interested reader to the above entry points in the literature. The framework advocated here could easily be extended to nectar foraging and pollinator movement (see for example Pyke, 1978; Ganeshaiah and Veena, 1988), but these are not multitrophic interactions as understood here. A treatment of these interactions along the lines described in this chapter has not been attempted so far. Also untouched is an aquatic perspective on these issues, as vegetation does act in a very similar way on predator–prey interactions in aquatic environments (see for example Russo, 1987).

The organization of the chapter is as follows. We first conduct a stock-taking of the published works on arthropod interactions in which plant architecture has been studied. While we consistently use predator–prey systems for simplicity, parasitoid–host interactions can be analyzed in the same way. We will see that some of the ideas can even be applied to phytophagous insects, as they must also solve the problem of resource location in a highly heterogeneous environment. Second, we explore the impact of plant architecture on the efficiency of the predator. Then, we turn to the population level and analyze the impact of plant architecture on predation rate. The dozen or so studies provide highly useful information on several aspects, but concomitantly give a somewhat fragmented perspective. The need for a synthesis is obvious, and we present a summary of ideas emerging from the study of random walk in a random medium. We advocate this framework as the best available to examine multitrophic interactions in plant canopies, as simply observing predators moving in plant canopies is not sufficient for tackling the above questions. We end the chapter by calling attention to several other fascinating and unexplored aspects of multitrophic interactions in complex environments.
Canopy geometry, prey distribution, and predator movement: a stocktaking

The aim of this section is to review the few publications demonstrating how the complex geometry of the plant leads to a heterogeneous distribution of prey and a heterogeneous distribution of predator effort. Andow and Prokrym (1990) suggested that there are three components of plant architecture relevant to foraging predators and parasitoids: (1) the plant size and surface area, (2) the structural heterogeneity among plant parts such as flower heads and stems, and (3) the connectivity of the plant parts. Their experiments approximated the structural complexity of plants by providing paper panels of different geometries to the egg parasitoid Trichogramma nubilalis. The number of parasitized egg masses of the host-moth Ostrinia nubilalis was analyzed as a function of the complexity of the paper panel. They made the important distinction between two different mechanisms acting on parasitism rates. On the one hand, a parasitoid may find the hosts more or less easily due to the structure of the environment, given the same searching intensity. On the other hand, parasitoids may forage with different intensities, irrespective of the presence of hosts, but as a function of the complexity of the environment. Structural complexity caused a threefold decrease in parasitism rate between the simple and complex environments. Part of the decrease in parasitism was due to the fact that Trichogramma searched simple surfaces devoid of hosts more intensively than complex ones. The major implication of this work is that decision rules such as giving-up time are influenced by the structural complexity of the environment per se. The results obtained by Andow and Prokrym (1990) were later corroborated by similar results by Lukianchuk and Smith (1997) using a different Trichogramma species and greater surface complexity. These important results have yet to be incorporated into works dealing with foraging in realistic complex environments.

Given the highly structured environment of plant canopies, prey will not be randomly or evenly distributed in the canopy. Nor do predators forage randomly or evenly. They tend to follow the structure of the canopy, but sometimes only partially. For example, the aphid parasitoid Aphidius rhopalosiphi spends most of its time on the leaves and little on the ear of wheat, the preferred feeding site of its aphid host Sitobion avenae (Gardner and Dixon, 1985). The parasitoids were reluctant to move on to the ear and normally spent little time there. Another parasitoid of
aphids, *Aphidius funebris*, attacks its host in a typical body posture that requires it to attack from leaves adjacent to the host colony (Weisser, 1995). A similar problem of prey accessibility was observed by Grevstad and Klepetka (1992), who found that aphids on *Brassica oleracea caulorapa* were mainly located on the middle of the underside of leaves, an area ladybird beetles could not get at because they could not grip to the undersurface. Consequently, the beetles tended to follow leaf edges and stems rather than the flat surface. Leaf edge is also the preferred route taken by the predator *Anthocoris confusus* during its search for its aphid prey (Evans, 1976). Predators moving in plant canopies composed of needle-like structures rather than leaves encounter similar problems. As described by Vohland (1996), needle density is higher in the upper and outer sectors of pine trees. This strongly influences the time spent by the older stages of the coccinellid *Scymnus nigrinus*, which spend most of their time there. This is also where prey densities are highest. The one-dimensional geometry of the needles “guides” the predator to its prey, and small larvae were very reluctant to cross over the shaft between bark and needle, where the prey feeds. Finally, using normal versus leafless peas, Kareiva and Sahakian (1990) demonstrated that the importance of plant morphological variation to herbivores sometimes becomes apparent only in a multitrophic framework. They demonstrated that different species of ladybirds were less effective in the normal peas, as they fell off the plants more often than in the leafless canopies. In contrast, whereas plant canopy architecture can impede predators by making the “maze” complex, it can also influence the aggregation of prey and predators, as nicely demonstrated by Kaiser (1983) using artificial arenas. He showed that borders influence both prey and predator spider mites in such a way that both stay more often along borders. The shorter the total length of borders, the higher the probability of contacts. As a consequence, different leaf forms of the same area can lead to different predation rates.

These examples show that the spatial coincidence of prey distributions and predator foraging effort is a key aspect of the interaction. They also demonstrate that descriptions of predator movement and prey distributions anchored in a framework based on homogeneous environment are not realistic. Obviously, it will often be difficult to quantify the effect of plant architecture on predators, because prey may change their behavior and location in the presence of predators, and vice versa.
Canopy geometry and predator movement: implications for multitrophic interactions

The effects of the complex geometry of plant canopies operate at both the individual and population levels. We first focus on the efficiency of predators, a behavioral trait, as function of plant architectural complexity.

The efficiency of a moving predator can be defined in many different ways that reflect the influence of plant architecture. Isenhour and Yeargan (1981) defined a measure of efficiency of explored regions as the distance traveled per encounter with a prey. They found very large differences for the bug *Orius insidiosus* attacking thrips on soybeans. The efficiency was at least an order of magnitude higher on the petiolus junction and on the midrib than on the leaf periphery. Efficiency can be also defined as the speed at which an animal travels a given distance. By varying the degree of bean-plant leaf overlap, Kareiva and Perry (1989) created two scenarios for the ladybird *Hippodamia convergens*: a highway and a gap situation. The highway situation enabled the ladybird to travel four times further (net displacement) per minute. The difference was mainly due to the high frequency of reversals in the gap situation. This fascinating study needs confirmation, as advocated by the authors themselves. This example is highly reminiscent of percolation theory, in which the probability of reaching a given point in space or the probability of crossing the whole medium is a function of the connectance between elements (Stauffer, 1985). Efficiency can be also defined as time allocation to given tasks. Suverkropp (1997) found that decreasing the time allocated to *Trichogramma* searching in a single plant increased the attack rate. While a longer search on a plant does of course increase the likelihood of finding an egg mass on that plant, the time spent is better allocated to checking other plants, given that hosts are randomly distributed among plants. This is an interesting way to avoid the complex architecture of canopies: instead of getting lost in complex structures, abandon them quickly and move somewhere else. Finally, efficiency can be synonymous with attack rate, which is the number of aphids killed per unit time. Grevstad and Klepetka (1992) found that the attack rate of four different ladybird beetles on aphids was much more influenced by the plant on which they foraged than by the ladybird species. This was due to differences in encounter rates, which were again function of plant species rather than
beetle-specific. The rate at which beetles fell off the plant was also a function of the plant species, in particular the slipperiness of the plant surface.

We now turn to the population level and analyze predation rates as a function of plant architecture. The interplay between host density and plant architecture in determining parasitism rate at the population level has been worked out for an apple leaf miner by mapping both the architecture of trees over three years old as well as the position of unparasitized and hosts parasitized by *Cirrospilus vittatus* (Casas, 1991). The visit of a female parasitoid to a tree results in the parasitism of one or more hosts. While the first host is assumed to be chosen at random within the tree, further hosts can be parasitized, at random, within a spherical radius of 40 cm. The center of the moving sphere is the host currently under attack. In a young tree, parasitism resulting from a single visit made by a foraging female is usually restricted to hosts on the same branch, as most of the neighbor leaves within the sphere are on the same branch. Older trees have more branches and hence a more complex architecture. Attacks by a parasitoid then include different branches because they often intermix. In these cases, females no longer follow branches individually. As the number of hosts parasitized per attack is low due to the low fecundity of this species, one can expect inversely density-dependent parasitism per visit. In fact, parasitism rates at the branch level will be lower on older trees, as the attacks resulting from a single visit will be spread over several branches (Fig. 8.1). The relationship between the movement of the individual parasitoid (dimensions of the sphere of activity) and the tree architecture (dimensions and relative location of the branches) is of prime importance.

Using artificial plants of varying architecture, Geitzenauer and Bernays (1996) found that paper wasps attacked tobacco budworms at higher rates in architecturally less complex canopies. The mechanisms were behavioral, as it took them less time to locate hosts in the simpler canopies. The giving-up time was also higher in those plants. Also using artificial models, Frazer and McGregor (1994) showed major differences in giving-up time of a coccinellid beetle as a function of the form and angles of attachment of stem and leaf models. These differences are expected to result in major differences in the density of predators in a given crop and major differences in attack rates. All architectural characterizations of plant size, height, leaf number, leaf surface area, and branch number were negatively correlated with the attack rate of *Leptomastix dactylopii*, a parasitoid of the citrus mealybug (Cloyd and Sadof, 2000). The form of the func-
tional response may also change as function of plant architecture. This may have a profound effect on the stability of predator–prey relationships. Messina and Hanks (1998) described a shift from a functional response type II to type III of a ladybird beetle foraging for aphids on two different plants. The shift was due to a density-dependent change in the proportion of aphids in refuges, such as rolled leaves, on one of the plants.

The general message from these studies is that plant architecture has major influences at different levels of multitrophic interactions: at the behavioral decisions of predators, on their own efficiencies, and on the

Fig. 8.1. Parasitism at the branch level per year in a tree (left) and canopy architecture of the tree during three successive years (right). Only branches bearing hosts are represented. The radius determining the volume in which a host can be attacked from a given location is also given.
predation rate. It also influences the prey distribution and the spatial coincidence of prey and predators. We have seen one example where the influence of the first trophic level (plant species) on the third level (efficiency of predators) can be even bigger than the influence on the second trophic level (prey species). Unfortunately, these studies give a scattered view of the problem, but a general framework to deal quantitatively with the pervasive influence of the geometry of the environment is currently unavailable for ecologists and is sorely needed. We think that one based on random walks in random geometries could address most of the issues involved. This is our next topic.

**Random geometry of the environment and particle movement**

We momentarily leave ecology and enter a very active field of research in statistical physics. It covers two distinct themes: the movement of a walking particle and the geometry of the structure in which the particle is moving. We will deal with random movement of the random walk type, where the walker advances one step in unit time to a nearest neighbor site. For the geometry of the environment, we will assume lattice structures, either of a deterministic or random nature. Lattice structures are discrete versions of space that consist of sites connected to their nearest neighbor sites by bonds. We first describe well-known facts about regular diffusion in a regular lattice and continuum and then move on to more complex environments. We focus on random environments, as we think they better represent the architecture experienced by real insects. Movement in a tree-like structure, the comb, is used as an example to illustrate the effect of randomness in the environment’s geometry and the effect of bias on the diffusion properties of the particle. We highlight the breakdown of many assumptions underlying the diffusion equation approximation.

**Regular diffusion**

Let us consider the most simple random walk in an homogeneous environment, the line (\ldots -4, -3, -2, -1, 0, +1, +2, +3, +4, \ldots). The particle hops with steps of +/-1. The particle starts at 0 and moves towards the left with probability \( p \) and towards the right with probability \( q \). For a small number of steps, it is possible to calculate the exact location of the particle after \( n \) steps using the binominal distribution. As an example,
assume $p = 0.6$, $q = 0.8$, and $s^2 = 4pq = 0.96$. After 40 steps, the probability of being no further than 10 steps from the origin is 0.68. After 1 million steps, the particle's position will lie almost certainly within a mere 4000 units of its starting-point. In other words, the particle does not move very far from the origin, even after many steps. Working out these probabilities becomes tedious when the number of steps becomes large, and we can make use of the central limit theorem and related theorems of probability theory to find continuum limits of random walks. By using limiting arguments, it is indeed possible to produce differential equations describing the continuum limit of this walk in both space and time. In other words, we give up the lattice structure and enter into a continuum, another homogeneous environment. For simplicity, we use a one-dimensional environment. The position of the particle $X(t)$ becomes then the Gaussian limiting distribution, $N(at, D^2t)$, which is the outcome of the diffusion equation, or Brownian motion with drift $a$ and variance $D^2$ (Fig. 8.2).

Large deviations are rare occurrences in the Gaussian distribution. Indeed, a Gaussian variable with fluctuations $\sigma$ diverges from the mean by more than $2\sigma$ in only 5% of cases. Fluctuations of more than $10\sigma$ are almost impossible, with a probability of $2^{-23}$. The main advantage and the importance of the central limit theorem, which is the basis for the Gaussian limiting distribution, is that only very few quantities are retained from the observed dispersion process. Its detailed structure is lost in the tails that vanish with time. Among the statistics of interest that can be easily obtained are, for example, the diffusion coefficient $D$ and the mean square displacement. It is a convenient means for measuring dispersion of the particle from the origin and increases linearly with time for diffusive processes (i.e., regular diffusion). The number of different sites visited, called the range, is also easily calculated.

We just showed above that discrete random walk processes can be used to generate continuous time processes by taking a continuum limit in both space and time. It is also possible to generate a continuous-time process on a lattice structure, i.e., keeping space discrete, by the use of linear rate equations (Weiss, 1994). Finally, one can also apply a very useful approach, the continuous-time random walk model. It has the advantage of having well-defined steps taking place at well-spaced times. Specifically, one can use a lattice structure and a particle moving between sites where it remains for a given sojourn time $t$, following some prescribed distribution (Weiss, 1994). Sojourn time is defined as the time
spent in one state before moving to another state. Random walks in a homogeneous environment in which the step-length distribution has a fat tail (i.e., long displacements occur relatively often) can change the basic rules of diffusion. In those distributions, the very long displacements do determine the overall dynamics of the system (probability of reaching a location, mean square displacement, etc.). The process

Fig. 8.2. Spread over time of a particle moving according to Brownian motion, without (top) and with (bottom) drift.
becomes superdiffusive, meaning that the particle moves quicker than in the normal diffusion process. This is shown by considering the mean square displacement that increases with the power of time $t^\gamma$, with $\gamma > 1$ (for so-called Lévy walks, see Drysdale and Robinson, 1998). These distributions have been found to be a valid approximation for several species of animals, including insects (Viswanathan et al., 2000). In biological terms, such distributions imply that the likelihood of finding a predator far away from its starting location in a relatively short time is relatively high.

**Random environments**

Heterogeneity in the environment can be modeled in different ways. One way is to use deterministic models, such as those developed for fractals, percolation, etc. This will not be pursued here, but we refer to Halvin and Ben-Avraham (1987) for an in-depth treatment. Another approach, random environment modeling, is to consider one sample of the environment (a plant) as a single realization of an ensemble (a population of plants). The local properties of the realization, such as the location of gaps in the canopy, are determined following some stochastic process. The position of a particle, and all the statistics associated with it, depends on the history of the particle in the given environment and on the environment itself. Let us denote one realization of such an environment, a single plant, with $\omega$. This environment will remain, for the sake of simplicity, constant through all the walks by the particle. One then has to distinguish two different ways of calculating averages: one over the environment $\omega$ and another one over the ensemble of possible environments $\Omega$, the population of plants. This averaging gives the average behavior of the particle in an averaged environment, probably the description nearest to the heart of ecologists. It is only after the second averaging that one can appreciate the general features of the system. In practical terms, it requires the ecologist to map several canopies and predator paths and to come up with a probabilistic model describing both canopy geometry and predator movement.

The environment does not evolve with time in so-called quenched environments. By contrast, in annealed environments, a particle will never experience the same environment. For predators tracking prey in the vegetation, either model can be used, but we focus here on the simplest, the quenched environment. We will come back to annealed environments in the discussion. The randomness in the environment can have two kinds of effects on diffusion (Bouchaud and Georges, 1990):
• It may affect the value of the transport coefficients (velocity, diffusion coefficient, etc).
• It may affect the law of the diffusion process. For example, the mean square displacement may no longer increase linearly in time over long times. Anomalous diffusion, being super- or subdiffusive, corresponds to this kind of movement. In the superdiffusive case, the mean and mean squared displacement increase more quickly than linearly. The subdiffusive behavior leads to a sublinear function of time for both the mean and the mean square displacement.

In order to illustrate our ideas, we use below a specific model of a particle moving in a comb structure. But let us first contrast in general terms the propagation of two packets of predators, both released at the same end \((x = 0)\) of a one-dimensional space, and experiencing a drift in the same direction. Assume also that movement is made of hops, or steps of short distance. In the first case, the environment is homogeneous, leading to regular diffusion. In this case, the packet of predators moves as a whole, the location of the mode being the same as the location of the mean (Fig. 8.2). In the second case, the random geometry of the environment leads to long sojourn time at some locations, which then act as temporary traps. A large percentage of the predators experience usual displacement, similar to the predators experiencing regular diffusion. However, the longer the experiment, the greater the likelihood that all predators become trapped at some stage, i.e., hit a relatively rare but quite long sojourn time. In this subdiffusive case, the mode stays at \(x = 0\), and the mean position continues to increase, but at a decelerating rate (hence the name subdiffusive). This behavior is in contrast to the regular diffusion in which the mean progresses at a constant rate.

The random comb as an example
The comb structure bears strong similarities to real plant canopies as experienced by insects. It is a simple structure, made of a backbone and branches (Fig. 8.3). Framed in our topic, we ask for example how quickly insects move in a field given that they move up and down in the vegetation. Hence, one may envisage the vertical components of vegetation as acting as “traps” when considering movement in the horizontal plane. The problem is to characterize the movement along the backbone as function of the movement in the branches. Whenever a particle reaches a point on the \(x\)-axis it either makes a step along the \(x\)-axis with probability \(p\) or a step in the \(y\)-direction, along a branch, with probability \(1 - p\).
will then move within a branch following given jumping rates for the vertical movement. Once back on a point on the $x$-axis, the process repeats itself. The construction of this example is in three steps of increasing complexity:

1. We first assume no randomness in the branch length, which we set at infinity, and study the movement of the particle along the backbone. The observed movement cannot be modeled by the diffusion equation.
2. Then, we let the length of the branch vary and observe diffusive and subdiffusive behavior as function of the distribution used for modeling branch length.
3. Finally, using the branch distribution that would best correspond to real situations experienced by insects, we add vertical bias, i.e., the tendency for many insects to move up rather than down. A complete breakdown of the diffusive behavior is again observed.

We now demonstrate these three steps in detail.

Let first assume that there is no randomness in the structure and that the branch length is infinite. This biologically unrealistic assumption will be dropped later. The probability of return to the $x$-axis ($\tau_n$) of a particle moving in one branch is the probability of return to the origin in a one-dimensional random walk for the first time at step $n$, $\tau_n \sim n^{-3/2}$. This probability distribution is somewhat special in the sense that its mean is infinite. The total time spent in branches is simply the sum of the $N$ sojourn times spent in the different branches. As it is a sum of independent random variables, we can apply the central limit theorem and obtain the mean square displacement $<r^2(n)> \sim n^{1/2}$, which is characteristic of anomalous diffusion. The anomalous transport is due to the average.

Fig. 8.3. The horizontal displacement of a predator moving up and down in vegetation (left) can be compared to a particle moving along a backbone and spending time in the vertical branches of a comb (right).
infinite sojourn time of the particle in the branches. This leads to the occasional occurrence of very long waiting times. Let us recall that this breakdown of the diffusive behavior is obtained without any randomness or heterogeneity in the environment. However, this model is unrealistic due to the assumption of infinite length of the branches. The second step in our demonstration consists of adding randomness in the structure by assuming that the branch length \( x \) is given by the power law distribution 

\[
 f(x) \sim \gamma x^{-(1 + \gamma)}.
\]

We obtain anomalous diffusion if \( \gamma < 1 \). If \( \gamma > 1 \), then the average branch length is finite and the diffusion is again regular at large times. A distribution with finite average branch length seems a priori the best analogy to situations encountered in nature by insects. The final “improvement” of our model is the addition of bias in the particle movement. Bias in random environments has two opposite effects (Halvin and Ben-Avraham, 1987). On the one hand, the particle is following the direction of the field, giving rise to a drift velocity. On the other hand, dead ends act as temporary traps from which particles escape by going against the flow. As a concrete example, let us consider the above case of regular diffusion on a comb by assuming that the branch length is given by an exponential distribution. Then assume that the bias is in the vertical direction. Thus, the particle has a higher probability of going upwards than downwards. Hence, one can ascribe to each branch a delay associated with the branch length. Long branches determine the overall behavior of the particle, as it is “pushed” towards their tip. One can show that the distribution of delays follows a power law distribution and that diffusion is again anomalous. This scenario corresponds in our multitrophic context to situations in which predators move preferentially upwards and may miss prey located on their way up.

**Coda**

The random geometrical structures in some dimension(s) of the environment cause delays in the movement of the particle in other dimensions. In the comb example, vertical movement in the branches delays progression along the backbone. The delay is generally characterized by a long tail of sojourn times that leads to anomalous transport along other dimension(s).

The study of processes characterized by time distributions with fat tails also brings to the forefront an important problem of scale. Some sojourn times are of the same order of magnitude as the total time of
observation. This leads to yet another breakdown of the regular diffusion approach, and its basis, the central limit theorem. In other words, there may not be enough time or steps in the process to attain an equilibrium distribution. By contrast, in the regular diffusion framework, the time-scale is defined by the mean value of the sojourn time distribution, while the physically relevant scale is defined by the variance of the step length distribution. There are no such scales in anomalous diffusion, as those moments diverge (Paul and Baschnagel, 1999).

These very general results, albeit borrowed from statistical physics, are bound to be true for predators moving in plant canopies. The implications are twofold. First, the geometry of the environment will determine the risk of predation of individual prey. Indeed, the probability that prey $i$ located at $X_i$ will be attacked by a predator $j$ located at $X_j$ within some time interval is obviously a function of their respective locations and the possible paths between them. The role and form of risk heterogeneity between prey in population dynamics is a major topic today as it determines the stability of the interaction (Gross and Ives, 1999; Olson et al., 2000). Hence, the estimation of the probability distribution of risk among prey requires at some stage an estimate of accessibility of the prey in a given environment. Second, our understanding of spatial predator–prey population dynamics is built around the advection–diffusion framework championed in ecology by Kareiva and Odell (1987). They and others showed that the predicted spatial patterns, for example waves or uniform distributions, between prey and predators are the result of a delicate interplay between parameters describing random movement of the predator and its tendency to move towards prey (Wollkind et al., 1991; Grünbaum, 1998, 1999; Cantrell and Cosner, 1999). Regular diffusion is often an unstated assumption of this approach. For example, one assumes that predators make many small steps in a relatively short time and that the distance covered is a small fraction of the available space. While these studies show how to incorporate microscopic details about the behavior and movement of predators into a macroscopic image of their distribution, they still lack proper model testing, as acknowledged by the authors themselves and others (Haefner, 1996). Hence, we do not know if these models are adequate, whether the spatial heterogeneity produced by the geometry of the environment is important, and how much a fuller treatment would increase our understanding of the mechanisms leading to spatial stability and our capacity to predict the spatial patterns.
Thus, we conclude that simple random walks in homogeneous environments and the regular diffusion approximation may be poor guides for understanding search strategies of predators and prey location in plant canopies. They are best replaced by a framework built around the concept of random walks in randomly or deterministically determined geometrically structured environments. Once such models are built and tested, simpler approximations can then be tested and the role of the fine-grained geometry of the environment determined.

**Application of the framework**

The only study we are aware of that follows the approach described above deals with movement of fruit flies foraging in apple trees (Casas and Aluja, 1997), a system similar to a multitrophic interaction as envisaged above. In our study, apple trees lacked fruits, and the framework provided the null hypothesis for inferring the influence of external stimuli, such as fruit color and odor, on the paths of foraging flies. We mapped three trees in cells, or sites, released preconditioned flies, and recorded their behavior and location. For modeling purposes, we discarded cubes devoid of vegetation and concentrated on cubes that could be used as landing points for the flies. This structure is an incomplete lattice structure, because anything within the cube is considered to lie on its lattice point and because empty cubes cannot serve as landing points. Since we were interested in the geometry of the path made by a foraging fly, we discarded both the time spent in the cube and any movement within the cubes. A move or step was defined as a change of cubes. Flies moved mainly to the nearest neighbor cells, but displacement within almost the entire range of possible values was observed. The model closest to the observations was a random walk with a position-dependent bias in the vertical component of movement. The movement rules, i.e., the probability of moving downward, upward, or horizontally, as well as the move distance, were estimated using foraging paths observed in one tree. The model was then applied to a second tree. Five models were built, spanning a range of simplifications in the rules determining the vertical component of movement.

We observed that flies, which generally enter the tree from the lowest half, move quickly upward into the bulk of vegetation. There are two complementary explanations for this behavior in terms of efficiency of movement. First, the presence of a bias not only increases the
speed at which flies move away from the starting location, but it also increases the number of sites visited, which is one way of describing the efficiency of a foraging path. As there is no point revisiting previously visited sites, a fly should avoid self-crossing, and the observed number of sites visited was indeed very near the maximum possible, indicating a high searching efficiency. Another interpretation for this behavior comes from the study of the diffusing properties of a set of random walkers (see Yuste and Acedo, 1999 and references therein). When the number of walkers starting at the same time from the same location is large, every possible site is visited in the neighborhood of the starting location within a very short time. But after a very long time, the walkers are so scattered that their paths hardly overlap, and the number of sites visited is simply the number of sites visited by one walker multiplied by the number of walkers. Such a mechanism is postulated as an explanation for the upward bias observed in the apple fruit fly. As flies tend to enter trees at the same height level, a bias in movement would thereby help a foraging fly avoid self-crossings and crossing areas already visited by other flies.

While quite sufficient in two trees, the model failed to reproduce observed movement patterns in a third tree. Testing models of movement in trees different from those in which they were developed is an acid test: models may fail because they are tree-specific. However, if they pass the test, we learn a lot about movement in plant canopies in general. The influence of canopy-to-canopy variation in geometry is best explained using the mean value of the range. The mean value of the range in tree A is dependent on the configuration of tree A (spatial arrangement of gaps in the canopy, geometry of branching, etc.). That mean value is found by observing or simulating many flies in tree A. However, our aim is to characterize movement in apple trees in general, and not just in tree A. Hence, our final interest lies in estimating the mean value over all apple trees, as explained in more general terms above. Thus, the failure of our model to predict movement in a third, geometrically rather different tree is the proof that our model was not robust enough. This is a strong case for developing a stochastic model for the plant canopy that produces an ensemble of canopies, out of which we could select specific realizations that would vary slightly from each other. In parallel, one needs to develop models of movement that are a genuine function of canopy geometry, rather than extract the rules from one environment and apply them as such to another environment.
Outlook

This chapter has been written from the perspective of a predator searching for immobile prey in a quenched environment. Strictly speaking, the description of our problem is valid only for a walking predator. Indeed, passing through connecting locations when moving from one location to another is unavoidable for a walking animal. A flying animal can however reach any point in a single step with some probability. The framework can easily be extended to flying insects once they are near or in a plant canopy. Many flying insects do not make long flights in this environment and follow the structure of the plant to some degree (Casas, 1990). Our approach can accommodate this behavior by using probabilities of moving from one location to another. This chapter has also paid scant attention to the third player in the game, the prey. Prey choose where they are going to end up on the plant, and their locations set the stage for predator movement. While we saw examples where prey are located in places which are difficult for predators to reach, we do not know of any study comparing predator movement foraging in plant canopies for naturally distributed prey versus artificially distributed prey. Coll et al. (1997) went a long way along these lines by distinguishing between the direct and indirect effects of plant architecture on predators. They found varying degrees of spatial overlap within plant canopies between prey and predators.

We end by touching on some effects of relaxing the assumption of quenched environments. First, we can allow the canopy architecture to change over time (annealed environments). Suverkropp (1997) calculated the dynamics of the probability of encounter of *Trichogramma* and egg masses of its host as a function of the growing maize canopy over a season. The leaf area was measured while the encounter probability was predicted using a data-rich model. While eggs of *Ostrinia nubilalis* are present, the plant changes from having three or four leaves to having fifteen. This represents an increase in the area to search of more than tenfold. The encounter probability, defined as the probability of a single female encountering an egg mass over a 24-h period, decreases from c. 0.3 to c. 0.05 during a season (Fig. 8.4). This observation suggests that most females will end the day without finding any hosts in the fully grown maize. This may be even true for their entire lifetime, given that they live for less than 12 days. At the time-scale of a fruiting season, prey may become highly susceptible to predation due to the fruit ontogeny, as
observed by Udayagiri and Welter (2000) for a mirid bug attacking straw-
berries. Fruit development resulted in a change in the fruits’ structure
and hence an increased accessibility of the eggs to its parasitoid. Changes
in plant architecture over time-scales of years also influence interspecific
interactions. C. R. Fonseca and W. W. Benson (unpublished data) describe
ant succession and interspecific relationships during the ontogeny of
Amazonian ant trees (tachigali). The canopy of a tree changes from an
architecturally simple plant with a couple of leaves to a huge, highly
complex canopy of thousands of leaves. More than half a dozen ant
species colonize the plant and later disappear during this ontogenic suc-
cession. Such studies show that an increase in the complexity of canopy
geometry fosters an equivalent increase in complexity of biotic interac-
tions. Ontogeny of the insects suggests that the scale of an individual’s
range may also vary within its lifespan, as shown by Yang (2000) for a pen-
tatominid predator.

A second possibility is to let the animal itself change the canopy’s
geometry. Many herbivorous insects are known to eat or tie leaves in very
specific ways in order to avoid being eaten by predators (Djemai et al.,
2000 and references therein). Except for a few studies, modification of the
canopy architecture to avoid predation and parasitism has hardly been
considered and rarely quantitatively measured. Overall, we believe that the most needed and lasting contributions along the lines described in this chapter will come from an integration of carefully designed field experiments encompassing detailed observations of prey and predator movements with modeling canopy architecture. To date, this is a virgin field of investigation.
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Tritrophic below- and above-ground interactions in succession

Introduction

Ecological succession is a pivotal process in ecology, since it occurs in all dynamic systems. It is therefore hardly surprising that its study is still a major preoccupation of ecologists, though as one combs the past scientific literature there are clear fashions in areas of interest and the approach adopted. Thus, from early descriptions of specific successional patterns of the vegetation, attention turned to a consideration of the mechanisms underpinning succession and ways in which successional trajectories could be modeled.

The study of succession has traditionally been dominated by plant ecologists. Even though plant–animal and, to a lesser extent, plant–microbial interactions have been in vogue for much of the time span of successional studies, relatively few workers have considered these in the context of succession. Of course, one notable exception is in the practical management of plant succession by the larger herbivores, which has also attracted scientific rigor (e.g., Gibson and Brown, 1992). Successional interactions with other less conspicuous organisms, namely invertebrates and microorganisms, have been given far lower priority by ecologists. Once these interactions become more complex, by involving other organisms or trophic levels, priority has fallen even further. In the few studies that do exist, interest has focused on the interactions that can be seen, namely those between organisms associated with above-ground plant structures. Include soil organisms and there is a gaping void in our knowledge!

This chapter seeks to probe the knowledge base that exists on plant–invertebrate–fungal trends during succession and to present some
new data and ideas. It focuses on those complex biotic interactions below ground that may modify the successional dynamics of the vegetation that we see above ground and, indeed, have come to take for granted. We aim to show that tritrophic interactions, based on plant roots as the template, are worthy of study and deserve far more attention than they have yet received. We draw on results from experimental manipulations of these interactions in the laboratory and field and confine ourselves exclusively to terrestrial systems. In particular, we focus on insect–mycorrhizal interactions. Our choice of system is based on the desire to complement trophic interactions described in other chapters of this book, our own area of expertise, and, perhaps most significantly, the potential importance of this particular interaction in terms of plant successional dynamics. In so doing, we aim to whet the appetite and encourage more research in the study of soil-based tritrophic interactions.

Successional attributes and patterns

Terrestrial plant successions, regardless of the soil type on which they occur, are typically characterized by a progression of species of plant and associated organisms. The nature of the plant community over time, in terms of species composition, diversity, and structure provides the template for other organisms (Brown and Southwood, 1987). Successional change in the plant community is invoked by a wide range of abiotic and biotic factors. Abiotic factors, such as soil nutrient and water availability, can have major effects on the rate of succession (Prach et al., 1993) and their interactions with biotic factors have occasionally been documented (e.g., Prach and Pyšek, 1999). Those biotic factors most commonly cited include the seed bank, the basis of the initial floristic composition ideas of Egler (1954), the relative competitive abilities of plant species (e.g., Wilson and Shure, 1993), and plant life-history characteristics (Brown and Southwood, 1987; Brown, 1990). Indeed, the life-strategy concepts of Grime et al. (1988) may be considered a further reflection of the latter and certainly change during succession. Recently, Prach and Pyšek (1999) assessed a wide range of species attributes, including those mentioned above, in relation to plant succession and dominance in 15 different seres in the Czech Republic. This review of species traits is rare, since it includes attributes of other trophic levels, namely pollination mode, dispersal, and mycorrhizal status, which were found to relate directly to the nature of the succession. However, it does not include plant species’ palat-
ability to herbivores. It is known that the rate and direction of successful change can be strongly influenced by vertebrate grazing. One only has to consider the effects of introduced herbivores, such as rabbits or goats, to appreciate the dramatic effects these herbivores can have on the succession of native vegetation. Indeed, there is now a prolific literature on the effects of vertebrate herbivory on vegetation dynamics (e.g., Watt, 1981; Noy-Meir et al., 1989; Gibson and Brown, 1992). More recently, there is increasing evidence that the smaller invertebrate herbivores also have an effect on plant succession, sometimes even approaching that of vertebrates (Gibson et al., 1987; Carson and Root, 1999).

From the standpoint of tritrophic interactions, plant life history is of key importance, since it reflects the longevity, phenology, architecture, and chemistry of the components of the plant community. Brown and Southwood (1987) provided a simple model, based on the secondary succession on acidic sandy soil in southern Britain, and the one that we shall return to later in this chapter. Such a model (Fig. 9.1) is generally applicable to many secondary successions, even though the timing of the phases will vary as will the extent of overlap between life-history types. Like most successions, after the initial flush of colonization and growth of
annual and short-lived perennial species, the sere is dominated by perennial grasses and forbs, before woody perennials (shrubs and trees) start to invade. It is the balance between perennial grasses and forbs that is often a characteristic feature of a particular type of succession and varies according to soil type and management. Organisms such as herbivores, pathogens and mutualists, which impact on these key plant life-history groups are therefore likely to be significant drivers of succession.

With the composition and abundance of different groups changing during succession, the scene is set for complex interactions between the organisms themselves, vegetation dynamics and plant succession. Surprisingly, the field is challenging though wide open.

**Potential interactions in succession**

A recent symposium of the British Ecological Society (Gange and Brown, 1997) reviewed the full spectrum of multispecies interactions. In the majority of the interactions described, the plant provides the template with organisms either associated with or feeding on it. Many of the interactions described entail a separation of “the players” either in time, space, or both (e.g., Masters and Brown, 1997). Temporal separation involves the exploitation of the plant at different times, typically with the early feeder influencing the later one through physical or chemical changes in the host plant (Haukioja, 1980; Hunter, 1987). Spatial separation between the organisms is also common and can be simple involving, for example, insects feeding on different plant structures or even on different surfaces of a leaf (e.g., Kidd et al., 1985).

Not surprisingly, most attention has focused on those interactions occurring above ground and most chapters in this volume are a clear indication of this trend (but see chapter 10). For the research scientist, the study of these associations is attractive, since they are immediately apparent and can be experimentally manipulated to understand the underpinning mechanisms. Indeed, one of the most fully explored tritrophic interaction must be that between plant–herbivore–parasite or predator (see chapters 6 and 7), whereas studies on plant–herbivore–fungal pathogen or symbiont interactions are becoming more frequent (e.g., chapter 5). Far fewer studies explore the black box of the soil (chapter 10), though the food-web studies of Moore and De Ruiter (1991, 1997) are an example of the overwhelming biotic complexity that exists. Teasing apart the taxonomic and functional complexity in the soil is a challenge that is less
commonly addressed, though there are an increasing number of research
groups that champion an understanding of interactions between specific
groups of organisms below ground. Gange and Brown (1997) again review
some of these.

In this chapter, we focus on a different and in many ways more complex
interaction, namely that occurring between organisms that live exclu-
sively either above or below ground. Again, the common denominator in
any such interaction is the host plant with which the organisms are asso-
ciated. We know of no parasites or predators occurring in both domains
that could drive such an interaction. We are interested in the potential for
herbivores or symbionts, active above or below ground, to modify the
structure or physiology of the plant in such a way that the performance of
the spatially separated organism is affected. Such an influence may well in
turn translate into a difference in growth and fitness of the plant species.
Differential effects on individual plant species or life-history groups, that
lead to a modification in the competitive balance between species, provide
the tools necessary for successional change. Couple this with the differ-
ence in the species composition of the vegetation and associated organ-
isms as succession proceeds and we have a potentially significant, though
grossly under-appreciated, driver of succession.

**Two-way interactions affecting succession**

To date, several studies have been published which describe the effects of
one particular group of animals or microorganisms on the successional
process. Many of these are summarized by Davidson (1993), and here we
concentrate on the effects of phytophagous insects and arbuscular mycor-
rhizal fungi (AMF). The majority of experiments have examined the con-
sequences of excluding one of these groups from developing plant
communities, although there are also some studies in which two groups
have been manipulated.

It is known that foliar insect herbivores show clear successional pat-
terns, both in terms of species composition and degree of specialization to
the host plant (e.g., Edwards-Jones and Brown, 1993) and in life-history
traits (Brown, 1986). As succession proceeds, generation time, dispersal
ability, and reproductive potential of foliar-feeding insects decline, while
host specificity increases (Brown, 1990). The guild structure of foliar
insects changes from one dominated by sap-feeding insects in ruderal
communities to a more evenly structured community in mid succession.
Little is known of the successional trends in rhizophagous insect life-history traits, but there are clear changes in their abundance, from low numbers per unit area in early seres to high numbers in mid successional seres (Brown and Gange, 1992). Foliar-feeding insects also increase in abundance through early succession, with their feeding concentrated upon the perennial grasses. The effect is great enough to be easily detectable, if insecticide is applied (Brown and Gange, 1999), leading to a domination of this plant group. In this respect, these insects have a similar effect to that of vertebrate grazers, as by restricting grass growth they tend to reduce the rate of plant succession.

However, far less is known about the succession of soil-dwelling insects, though Clements et al. (1987) demonstrated an increase in the number of herbivores in the early stages of grassland succession, before a decline in response to pests and pathogens began. Brown and Gange (1992) also found that populations of subterranean insects were low in early succession, and built up more slowly than those of foliar-feeding species. This has been attributed to the relatively long life cycles and poor dispersal abilities of root-feeding insects, compared to their above-ground counterparts (Brown and Gange, 1990). Despite the fact that populations of rhizophagous insects may be low in early succession, excluding them by the careful application of insecticide to the soil results in significant changes to the plant community. In contrast to foliar feeders, root-feeding insects have their major impact on the perennial forbs, which greatly increase in abundance when insects are absent. Thus, the reduction in forb growth translates to an acceleration of the succession to a grass-dominated sward (Brown and Gange, 1992). Brown and Gange (1989a, 1992) examined the effects of excluding both root- and foliar-feeding insects singly and in combination on an early successional community. Reducing foliar feeders resulted in a lowering of plant species richness, as the community became dominated by perennial grasses. Meanwhile, exclusion of root-feeding insects resulted in a great increase in species richness, caused by the enhanced establishment of a number of perennial forb species. The effects were found to be entirely additive, with no interactions between the treatments.

AMF are also known to change in abundance and diversity through succession (Johnson et al., 1991). Although populations are generally low in early succession, exclusion of these fungi with a soil fungicide has resulted in dramatic effects on the composition of the plant community (Gange et al., 1990). Furthermore, it has been shown that the presence of
these fungi greatly aids the establishment of many perennial forb species and that their exclusion leads to decreases in plant species richness (Gange et al., 1993). These relatively crude exclusion experiments do provide good comparisons with the experiments of van der Heijden et al. (1998), in which it was found that increasing mycorrhizal species diversity lead to a concomitant increase in vascular plant species diversity in mesocosms.

However, it is a fact that many experiments with mycorrhizal fungi often fail to demonstrate an effect in field situations, when laboratory experiments have suggested that there should be one. One reason for this is likely to be the presence of insects which are ubiquitous in field experiments, but absent in laboratory trials. For example, Gange and Brown (1992) showed that when both root-feeding insects and AMF were experimentally reduced in an early successional plant community, the effect of the mycorrhiza was most clearly seen when insects were absent. It is therefore likely that disruption of the mycorrhizal mycelium occurs, either through mycophagy (by invertebrates such as Collembola or mites) (see chapter 10) or as an occupational hazard of root feeding by macroinvertebrates. Given that densities of both can be high in mid succession, we cannot reasonably consider the effects of the fungi in isolation from the insects or vice versa. However, it is not only subterranean insects that may disrupt mycorrhizal functioning. As outlined below, foliage removal may result in a reduction in carbon translocated below ground, which may adversely affect colonization by the mycorrhiza. In turn, AMF colonization of roots may affect the performance of foliar-feeding insects too. Clearly, in order to fully understand the roles of our three groups in affecting plant succession, we need to detail the potential three-way (multitrophic) interactions that may occur between them.

**Examples of multitrophic interactions**

**Foliar-feeding and root-feeding insects**

It has been known for some time that defoliation of vegetation by vertebrate grazers can have variable effects on the soil fauna (Ingham and Detling, 1984; Seastedt et al., 1988). More recent work by Mawdsley and Bardgett (1997) has shown that the nature of the response of soil microbes to defoliation may depend on the plant species defoliated. Such a response for other parts of the soil food-web is currently being explored by Mikola et al. (2001).
The effects of foliar-feeding insects on soil insects have only been explored in a few studies. Moran and Whitham (1990) investigated the interactions between root aphids (*Pemphigus betae*) and a foliar gall-forming aphid, *Hayhurstia atriplicis*. While root feeding had no measurable effect on the foliar feeder, the latter decreased the root aphid populations by as much as 91% on susceptible genotypes. Similarly, T. Hunt and B. Blossey (personal communication) showed increasing levels of foliar defoliation resulted in reduced larval survival of *Hylobius transversovittatus* below ground, though larval biomass was not altered. In contrast, Gange and Brown (1989) assessed the effects of the scarab beetle larva, *Phyllopertha horticola*, on the performance of the black bean aphid (*Aphis fabae*) mediated via a common annual host plant, *Capsella bursa-pastoris*. They found a positive effect of root feeding on the growth and performance of the foliar feeder, but that this effect was mitigated when soil moisture was plentiful. In a subsequent study, Masters and Brown (1992) found insect herbivory above ground, by the leaf miner *Chromatomyia synogenesiae* on *Sonchus oleraceus*, resulted in a reduced growth rate in the chafer larva. Clearly, results are equivocal and likely reflect the feeding behaviour of the herbivores. It is certainly an area where further research is needed. Partly to encourage debate and experimentation, Masters et al. (1993) put forward a simple conceptual model to explain the interactions they had found. With experimental work and plant chemical analyses to support their contention, they suggested that root feeding limits the plant’s ability to take up water and nutrients, and leads to a reduced relative water content of the foliage and increased levels of soluble nitrogen (especially amino acids) and carbohydrates. The better-quality food resource leads to increased insect performance and population size in multivoltine foliar-feeding insects. Foliar herbivory, on the other hand, resulted in a reduced root biomass, limiting food availability for subterranean herbivores and causing poorer performance. Field trials supported their model, with experimental plots subjected to reduced below-ground insect herbivory, by the judicious application of soil insecticide, having lower levels of foliar-feeding sucking insects (aphids and Heteroptera) than those with natural or elevated levels of root herbivores (Masters, 1995). A recent study by Masters et al. (in press) has shown that tephritid flies, galling the flower heads of *Cirsium palustre*, showed increased abundance and performance as a result of root herbivory and that seed predators and parasitism were also increased, indicating an effect on higher trophic levels.
Arbuscular mycorrhizal fungi and foliar-feeding insects

Given the wealth of studies dealing with the effects of AMF colonization or foliage removal by insects on plant growth, it is perhaps surprising that few studies have investigated the interactions between AMF and insects. It is unfortunate that entomologists tend to ignore fungi when performing experiments, in the same way that mycologists ignore insects. However, given the effects that these organisms can have on their host plants, it is reasonable to expect that multitrophic links between soil microorganisms and above-ground invertebrates are common and important aspects of the functioning of communities.

There are many ways in which the presence of AMF in roots may alter host plant acceptability to an insect. First, it is well known that AMF can increase photosynthetic rates in leaves (e.g., Staddon et al., 1999); such changes may lead to increases in plant growth and ultimately size. A plant that is actively growing and vigorous may be more acceptable to insect herbivores, which perform better upon it (Price, 1991). However, it has also been suggested that insect herbivore performance may be negatively correlated with plant vigor (White, 1984) and if this is so then AMF colonization could lead to decreases in herbivore performance. AMF do not always increase the growth of plants and there are many examples of colonization being apparently antagonistic, leading to plant size reduction (Johnson et al., 1997). Indeed, it has been suggested that for any plant–AMF association, there is a continuum of plant responses, varying from positive to negative (Gange and Ayres, 1999). If this is so, then the outcome of any AMF–plant–insect interaction may be positive for the insect in some situations, but negative in others. An increase in photosynthetic rate should translate into the fixation of more carbon, and the changes in plant chemistry as a result is another mechanism by which AMF can affect foliar-feeding insects. Indeed, Gange and West (1994) found that AMF colonization of Plantago lanceolata resulted in an increase in the carbon/nitrogen ratio in the leaves, which in turn led to increases in levels of two carbon-based iridoid glycosides, aucubin and catalpol. These increases were suggested to have resulted in a lowering of the growth of the generalist feeding lepidopteran, Arctia caja, observed on colonized plants. An increase in the carbon/nitrogen ratio in response to AMF colonization was also recorded in creeping thistle (Cirsium arvense) by Gange and Nice (1997). In this case, performance of the gall-inducing fly, Urophora cardui, was also reduced on the colonized plants. As AMF can
result in a host of chemical changes in foliage (Smith and Read, 1997), it is likely that this is the main mechanism by which these fungi can alter the growth of foliar-feeding insects. However, exceptions may occur, as Rabin and Pacovsky (1985) could find no host plant chemical explanation for the reduction in performance of two chewing moth larvae on AMF colonized soybean (*Glycine max*) plants.

While the preceding examples all document reduced performance of foliage-chewing insects on mycorrhizal plants, all experiments with sap-feeding insects have demonstrated that these tend to perform better on colonized plants (Gange and West, 1994; Borowicz, 1997; Bower, 1997; Gange et al., 1999). While the plant vigor hypothesis may explain these observations, it is possible that changes in host plant physiology may also play a role. For example, Krishna et al. (1981) found large increases in the size of vascular bundles in *Eleusine coracana* (finger millet) when plants were mycorrhizal. Therefore, the increase in aphid performance on mycorrhizal plants observed in the above studies may be due to the insects being more successful in locating the phloem elements when probing. Certainly, it is known that a major cause of poor aphid performance on “resistant” crop cultivars is their inability to locate the phloem most of the time (e.g., Gabrys and Pawluk, 1999).

In summary, the relatively scant literature to date suggests that AMF colonization of plants results in reduced performance of foliage-chewing insects, but increased performance of foliage-sucking species. This statement must be treated with some caution, as all experiments to date have used forbs as the host plant. Experiments involving grasses have yet to be published.

Of course, the interaction between these mycorrhizal fungi and foliar insects must be a two-way one, in that it is quite possible for the removal of foliage by grazers to have a negative effect on the fungus. Removal of photosynthetic tissue may mean the fixation of reduced amounts of carbon and hence a reduced carbon supply for the fungus in the roots (Daft and El-Ghiami, 1981). Evidence suggests that this is indeed the case; however, there are extremely few studies. Gehring and Whitham (1994) list a number of examples in which foliage removal resulted in reduced AMF colonization; however, these were virtually all instances in which the removal was artificial or by vertebrates. Bower (1997) and Gange and Bower (1997) have shown that insect herbivory results in lowered AMF colonization in roots and suggest that this may be one cause of the often patchy distribution of mycorrhizal colonization seen in populations of
plants in natural communities. For example, Bower (1997) found that natural populations of ragwort (*Senecio jacobaea*) had highly variable levels of colonization, but that those plants that suffered chronic foliage removal by cinnabar moths (*Tyria jacobaeae*) were generally the least colonized. As plants in natural communities may be colonized by a variety of fungal species (Clapp et al., 1995), it is important to understand if foliage removal results in a simple reduction of abundance of all mycorrhizal species or whether only some of the associates disappear. If the latter is true, then this could have very important consequences for plant community structure. For example, van der Heijden et al. (1998) have shown that increasing AMF diversity leads to an increase in plant diversity, in mesocosms. However, increased plant diversity may mean greater insect colonization (Knops et al., 1999) that in turn would reduce the mycorrhizal effect, providing a feedback mechanism. As suggested by Gange et al. (1999), insect effects on mycorrhizas may be an important negative feedback mechanism, which may regulate the stability of the symbiosis (Allen, 1991).

**Arbuscular mycorrhizal fungi and root-feeding insects**

Only three papers have been published on the interactions between AMF and rhizophagous insects (Gange et al., 1994; Gange, 1996; Gange, in press). In all cases, the presence of an AMF species colonizing the roots led to the reduction in growth of black vine weevil (*Otiorhynchus sulcatus*) larvae. However, there is evidence that the interaction is not straightforward, as Gange (1996, in press) found that while colonization by one species of fungus led to growth reductions, inoculating roots with two species had no effect at all. Multiple colonization of roots (as is presumed to be the case in the field, cf. Clapp et al., 1995) may thus have little effect on root-chewing insects. However, again this statement must be treated with caution as it is based on one insect, attacking two different host plants.

We do not understand the mechanism by which mycorrhizal fungi affect root-feeding insects. It is possible that AMF alter the quantity of root available to the insects which could be important if these insects are more limited by the amount of root available than its nutritional quality (which is very low) (Brown and Gange, 1990). However, in the majority of studies, root biomass is higher in mycorrhizal plants (Smith and Read, 1997) as it was in the experiments of Gange et al. (1994) and Gange (1996). Thus, if rhizophagous insects are limited by the quantity of root, one might expect their growth to be enhanced on mycorrhizal plants.
However, this does not occur and so it is more likely that AMF alter the chemistry of roots (as they do foliage) and that this change has detrimental consequences for the root herbivore.

AMF can result in a wide variety of chemical changes in roots. Indeed, some of the chemicals that appear in response to colonization have potent anti-insect effects. Some examples are phenolics (Morandi, 1996), terpenoids (Peipp et al., 1997), and isoflavonoids (Vierheilig et al., 1998). All of these compounds have been shown to exhibit activity against phytophagous insects (Harborne, 1988). Furthermore, AMF are well known as bio-protectants of roots against soil-borne plant pathogens (Azcón-Aguilar and Barea, 1996), and defenses in roots elicited by mycorrhizas against pathogen invasion could also have activity against insects.

In summary, it is possible that AMF may protect plants against root-chewing insects. However, the consequences of this in field situations may be limited, if multiple colonization of roots by fungi is the norm. Of more interest perhaps is that the nature of the interaction may depend on the identity of the fungal species involved. In one of the few studies to examine temporal changes in AMF species colonization of a plant, Merryweather and Fitter (1998) found that the roots of bluebell (*Endymion non-scriptus*) are colonized by different species of fungi at different times during a season. It is therefore quite likely that the effects of AMF on rhizophagous insects may vary according to the time of year. Extending this idea to natural communities of plants, we can speculate that as AMF species are known to change during succession (Johnson et al., 1991), the outcome of any interaction will depend on the successional age of the community.

**Complex multitrophic interactions between mycorrhizal fungi, root- and foliar-feeding insects**

Negative effects of AMF on insects are obviously important for the insect in question, but these interactions may have consequences for other insects, which feed on the same host plant, but are spatially separated from the observed species. As documented above, root- and foliar-feeding insects appear to interact in a +/− fashion, termed contramensalism. However, we do not understand what mechanism regulates such contramensalistic relations in natural situations and how foliar- and root-feeding insects coexist in natural communities. For example, if foliar-feeding insect populations were high, then this could lead to local
extinction of root-feeding species. High populations of root feeders might be unlikely to occur, given their negative feedback mechanism with foliar feeders, yet clearly these situations do exist (Brown and Gange, 1990).

We suggest that the presence of a mycorrhiza, by having a negative effect on both root- and foliar-feeding insects, could reduce the strength of the insect–insect interaction and thereby assist in the maintenance of an equilibrium situation. Figure 9.2 elaborates on the model proposed by Masters et al. (1993) and illustrates this idea in a very simple model ecosystem. Here, there are two simple two-way interactions, that of the contramensalistic (+/−) insect–insect and the competitive (−/−) mycorrhiza–foliar insect. We assume that the competition in the latter case is for carbon, as this is directed to the fungus in the roots, but also lost to the insect when foliage is eaten. We do not know the effect of root herbivory on mycorrhizal colonization, hence the question mark, though we would expect this to be negative, thereby making the mycorrhiza–root insect another competitive interaction. Consumption of root may mean less available to be colonized and there may also be disruption of the mycorrhizal mycelium, as an occupational hazard of root feeding.

Of greater interest are the three-way interactions in this system. We predict that reduced growth of the rhizophage caused by AMF may reduce the strength of the positive effect that this insect has on a foliar-feeding species. In this way, the contramensalistic reaction may be
stabilized. In turn, the reduction of folivore growth by the fungus will also lessen the negative effect that this insect has on the rhizophage. Therefore, the mycorrhiza acts as the regulatory factor in these multitrophic links between above- and below-ground insects. However, currently we do not have enough knowledge to understand the relative strengths of each of these interactions. Clearly, the interrelations of all the species in this exceptionally simple model ecosystem are complex, but we must begin to understand the relative strengths of each if we are to understand the forces that structure communities of animals and plants in the field.

There is one major assumption in our model, which is that we are assuming that the interactions between insects and mycorrhizal fungi seen in laboratory experiments do, indeed, occur in field situations. Circumstantial evidence suggests that this is a reasonable assumption (the experiment of Gange and West (1994) took place in a field situation and the work of Gange and Nice (1997) was in a semi-controlled “garden experiment”). However, long-term experiments, studying the roles of these interactions in plant community structure, have not previously been attempted. The remainder of this chapter is devoted to one such experiment, which we have recently begun, in which the roles of AMF and root- and foliar-feeding insects are being assessed in an early successional plant community (see Fig. 9.1).

**A test of multitrophic interactions in an early successional community**

An area of land measuring 450 m$^2$ was treated with weedkiller (“Roundup,” containing glyphosate) in fall and plowed in January. The site was divided into plots, each 2.5 $\times$ 2.5 m, and separated from each other by 1.5 m. Eight treatments were established, in which three different pesticides were applied in a fully factorial combination. The three products applied were: Dursban 5G (containing chlorpyrifos), to reduce levels of subterranean insect numbers; Dimethoate 40, to reduce foliar-feeding insects; and Rovral (containing iprodione), to limit mycorrhizal abundance. There were four replicates of each treatment, arranged in a randomized block design. Application of pesticides began in March and continued at six-weekly intervals for two growing seasons. Tests of phytotoxicity for the three compounds are described in Gange et al. (1992).

The developing vegetation was sampled at three-weekly intervals
during the first season and at monthly intervals during the second. On each occasion, a 38-cm linear steel grid, containing 10 3-mm point quadrat pins was placed randomly in each plot. A total of 50 pins per plot were sampled, and all touches of living vegetation recorded on each pin. Data were condensed to give a value for the total touches of each plant species and each plant life-history group in each plot. The data presented here are for the second growing season. Each data set was analyzed by a repeated-measures analysis of variance and seasonal means of the five monthly samples in year 2 are summarized here.

Field data

There was a significant effect of the three pesticide treatments on the total amount of vegetation in the communities (Table 9.1; Fig. 9.3). Reduction of root- and foliar-feeding insects increased the total vegetative cover, while reduction of mycorrhizal colonization reduced it. Although there were no significant statistical interactions between the treatments, interesting differences can be observed by visually inspecting pairs of means in Fig. 9.3. For example if we compare treatments FRM (control, with all insects and mycorrhiza present) and FRm (i.e., the application of fungicide when all insects were present) then there was little effect of mycorrhizal reduction. However, when all insects were reduced in number, application of fungicide resulted in a large reduction in cover abundance.
Table 9.1. Summary of ANOVA results, testing for the effects of excluding foliar- and root-feeding insects and arbuscular mycorrhizal fungi from an early successional plant community. Parameters analyzed were cover abundance of the total community, perennial forbs and grasses, and grass/forb ratio.

<table>
<thead>
<tr>
<th></th>
<th>Total</th>
<th>Perennial forbs</th>
<th>Perennial grasses</th>
<th>Grass/forb ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>F</td>
<td>P</td>
<td>F</td>
<td>P</td>
</tr>
<tr>
<td>Foliar-feeding insects</td>
<td>6.68</td>
<td>&lt;0.05</td>
<td>8.52</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td>Root-feeding insects</td>
<td>7.76</td>
<td>&lt;0.05</td>
<td>9.75</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td>Arbuscular mycorrhizas</td>
<td>6.05</td>
<td>&lt;0.05</td>
<td>4.96</td>
<td>&lt;0.05</td>
</tr>
</tbody>
</table>

Note: Repeated Measures analysis was performed, only main effects are given here. Interaction terms are omitted due to lack of significance. All degrees of freedom: 1,24.
Therefore, these data suggest that the effect of mycorrhizal colonization in increasing the total amount of vegetation was only seen when insect herbivory was also reduced. Gange and Brown (1992) suggested that insect attack on plants may be one reason as to why mycorrhizal effects on plant growth are rarely seen in field experiments, compared to laboratory situations, and these results would appear to support this suggestion.

In this second year of succession, the plant community was mainly composed of perennial forbs and perennial grasses (Fig. 9.1), the remainder being annual forbs and a few biennial forbs and sedges. Data for perennial forbs are presented in Fig. 9.4. Application of either insecticide had a highly significant effect in enhancing the abundance of this life-history group (Table 9.1). Subterranean insects are known to be major determinants of forb growth and hence species richness in these early successional communities (Brown and Gange, 1989b). Application of fungicide caused a significant reduction in the abundance of perennial forbs, and although no interaction terms were statistically significant, it again appeared that the effect of reducing mycorrhizal abundance was more clearly seen when insects were also reduced. This is seen by comparing pairs of means FRM versus FRm (little difference) and frM versus frm (large difference).

Data for perennial grasses are depicted in Fig. 9.5. Here, application of
each of the three treatments was significant, with both insecticides increasing grass abundance and fungicide decreasing it. In this case, there was also a significant interaction between foliar insecticide and fungicide (F$_{1,24} = 5.1, P < 0.05$). This was because when foliar-feeding insects were present there was no effect of mycorrhizal reduction, but when these insects were excluded, mycorrhizal reduction was seen to have a large effect. This result is extremely interesting and suggests that at least one of the interactions seen in laboratory experiments may translate into significant community effects in the field. It has been shown that the presence of mycorrhizal colonization tends to increase the growth and reproduction of sucking insects (Gange and West, 1994; Gange et al., 1999). As stated above, it is also true that in these early successional communities, the bulk of the foliar-feeding insect community is composed of sucking insects, feeding on perennial grasses (Brown and Gange, 1999). Therefore, if mycorrhizal presence increases the growth of these insects, we should expect to see the greatest effect of insecticide application on plant production when the fungus is present, rather than when it is reduced. This can be seen by a comparison of the ratios of treatment means of foliar insecticide (treatment fRM) versus control (FRM), which is 1.58, with that of foliar insecticide + fungicide (fRm) versus fungicide (FRm), which is 0.84. The former is much greater, indicating that the effect of insecticide application on plant production was much greater when the mycorrhiza was present.

Fig. 9.5. Seasonal mean cover abundance of perennial grasses in natural plant communities subjected to various exclusion treatments. (F) Foliar-feeding insects present, (f) foliar-feeding insects reduced, (R) root-feeding insects present, (r) root-feeding insects reduced, (M) arbuscular mycorrhizas present, (m) arbuscular mycorrhizas reduced.
We believe that an important mechanism in the structuring of these early successional communities by insects and fungi is the grass/forb ratio, depicted in Fig. 9.6. Application of soil insecticide significantly decreased this ratio, i.e., communities in which root-feeding insects were excluded had much higher amounts of perennial forbs relative to perennial grasses. It is interesting that there was a clear difference between some of the treatments, pointing to the importance of plant competition as another structuring force. As an example, the grass/forb ratio was very high in plots only treated with fungicide (treatment FRm). This occurred because very few perennial forbs established in these plots, as seedlings were non-mycorrhizal and eaten by insects. However, the plots became dominated by perennial grasses, which were released from competition with the forbs. Although the overall total vegetative cover was relatively low in these plots, it was composed mainly of grasses. A second treatment which also had a high grass/forb ratio was that of the foliar insecticide + fungicide treatment (fRm). We explain this as follows: application of fungicide resulted in low numbers of forb and grass seedlings establishing. Root-feeding insects were present, thus reducing the forb abundance still further. However, foliar-feeding insects were absent, thus allowing enhanced grass growth. The result would be a situation in which grasses would be easily able to outcompete the forbs and the result would be a high grass/forb ratio.

The above statements imply that the three important agents of
Fig. 9.7. A simple model of how arbuscular mycorrhizal (AM) fungi and phytophagous insects may act to structure early successional communities. Effects are assumed to occur in a linear temporal sequence. Although this is probably grossly oversimplified, the model does predict the abundance of vegetation observed remarkably well (see Fig. 9.3 and text).
seedling establishment act in a linear manner through time. We assume that the radicle of the seedling will first encounter a mycorrhizal hyphal network, and plugging into this network will allow enhanced establishment probability. Next in order of effect is likely to be the subterranean insect herbivore. These will attack the radicle once it has reached a sufficient size and before the seedling has appeared above ground. Indeed, it has been shown that the majority of seedling mortality, attributable to root-feeding insects, occurs below ground (Gange et al., 1991). Once the seedling has appeared above ground, then the effect of excluding foliar-feeding insects is likely to be seen. We have assembled these ideas into a very simple model of community structuring, depicted in Fig. 9.7. For simplicity in this model we have used the terms low, medium, and high as indicators of the abundance of the two life-history groups. As an example, let us follow through one of the threads in this model, namely, that of the treatment of foliar insecticide + fungicide (fRm) outlined above. If AM fungi are absent, this will lead to low forb and grass establishment. If root-feeding insects are present, forb number will be reduced to a very low level, but grass abundance will be little affected and remain low. If foliar-feeding insects are then excluded, this will allow the emerging grass seedlings to increase in number to medium abundance. The result is a community with very low forb abundance and medium grass abundance and a high grass/forb ratio, as seen in Fig. 9.7. If we follow through the seedling establishment and subsequent competition idea, this model would predict a certain ascending order of abundance of our treatments as follows (in brackets after each one is the abundance of grasses/forbs): (1) Fungicide – FRm (very low/very low); (2) Control – FRM (low/low); (3) soil insecticide + fungicide – Frm (very low/medium); (4) foliar insecticide + fungicide – fRm (medium/very low); (5) all three pesticides – frm (medium/medium); (6) foliar insecticide – fRM (medium/medium); (7) soil insecticide – FrM (low/very high); (8) soil + foliar insecticide – fRM (high/high). Although this is a very simple model, we are extremely encouraged by it, as this is precisely the order of cover abundance in each treatment seen in Fig. 9.3.

It therefore appears that multitrophic interactions recorded in laboratory experiments do translate into important community effects in the field. Our challenge for the future is to expand these interaction studies to include more species or combinations of species. Only then will we achieve a situation in which we can claim to understand the complex process of succession, and to manage it properly.
Conclusions and future directions

We have aimed to demonstrate the complexity of soil-mediated tritrophic interactions. The very complexity of the plant–mycorrhizal-fungal–insect–herbivore interactions is such that we have had to focus. We accept there are many gaps in our review, but we hope these gaps will serve as a stimulus for further research. Such research needs to be experimental, it needs to be manipulative and most importantly long term. However, we assert that AMF and root- and foliar-feeding insects are three important determinants of plant community structure. It is possible to demonstrate two- and three-way interactions between them in field studies, suggesting that an understanding of the effects of any one group is not possible without a consideration of the other. Our experiment has begun to unravel some of the intricacies of these interactions and we have been able to speculate on mechanisms of multitrophic interactions in relation to successional dynamics. Working within the context of a grassland successional sere we know (Fig 9.1), we are able to suggest the roles of the various organisms, their relative importance and that of the different trophic interactions. We have briefly touched on the influence of plant competition and consider this as an important mechanism by which the interactions are found to occur. We appreciate that other organisms, such as plant pathogens, nematodes, decomposers, and of course vertebrates all have important roles to play in the successional process. Further work on these is also needed (but see Mortimer et al., 1999). We know the succession naturally proceeds to a sward dominated by perennial grasses. Therefore, those treatments in our field experiment and model (Fig. 9.7) which favour a high grass/forb ratio may be seen to accelerate the rate of succession. We suggest that restoration programs take into consideration results, such as those presented in this chapter, when aiming to reclaim land, either reduced in biodiversity value by agricultural practice or lost to a change in land use. The message is clear, in that future studies of plant community structure must be multidisciplinary and involve those interested or trained in soil microbiology, entomology, mycology, and mammalogy.
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Multitrophic interactions in decomposer food-webs

Introduction

Trophic interactions in soil form the basis of virtually all terrestrial life. Without the recycling of plant materials produced above the ground, and the mineralization of the nutrients therein, plant life would cease quickly and with it the whole above-ground food-web. It is surprising therefore that, in comparison to aquatic food-webs and food-webs above the ground, the below-ground community has received little attention. One of the major intentions in writing this review was to emphasize this gap and to outline that the lack of knowledge on food-web interactions in below-ground systems is a major constraint in current ecological thinking.

We will stress in this review that below-ground systems are unique in several respects and that, due to this uniqueness, the understanding of interactions in below-ground systems may significantly enrich the way we perceive nature. Since from the energetic perspective the below-ground decomposer system is far more important than the herbivore system above the ground, it is certainly necessary to include the peculiarities of below-ground food-webs into ecological thought. Although this has been realized by various people (Beare et al., 1995; Wardle and Giller, 1996; Bengtsson, 1998; Young and Ritz, 1998; Scheu et al., 1999b; Villani et al., 1999; Wall and Moore, 1999), the bias in terrestrial ecology towards above-ground systems has experienced little change. However, there are very promising signs (Wardle et al., 1997; Bardgett et al., 1998a; Huhta et al., 1998; Laakso and Setälä, 1999a; Scheu et al., 1999a; Ponsard and Arditi, 2000; Scheu and Falca, 2000) and we will highlight recent achievements below.

Price (1988) stressed that it was soil ecologists who deal with the most essential part of terrestrial life: “All started in soil: present food-webs
reflect ancient associations (the earliest systems started from bacteria, through mutualistic interactions, to eukaryotes, including plants). The first food-webs were composed of bacteria, Protozoa and fungi, which even nowadays form the basis for all food-webs.” More recently, May (1997) underlined this by stressing that “A full understanding of the causes and consequences of biological diversity, in all its richness, cannot be had until the contribution made by decomposers to the structure and functioning of ecosystems is fully understood.”

We hope to convince ecologists working above the ground that their research essentially relies on below-ground food-web interactions and that the two systems are much more closely linked than commonly realized. The links are largely based on multitrophic interactions below ground, but also on those between components of both systems. The linkages often are complex, in most cases including indirect effects, and often involve abiotic resources, such as nutrients and root exudates.

To present the peculiarities of below-ground food-webs, we emphasize the complexity of trophic interactions among soil organisms and between these and primary production. Since the unique features of below-ground interactions follow from peculiarities of the soil habitat, and the distribution of the resources therein, we first deal with these before turning to the organisms themselves. The major part of this chapter then assesses the ways in which below-ground and above-ground systems are linked. Finally, we will stress that trophic interactions are only part of the story; in soil systems they may even be a minor part of the story.

**Special attributes of the soil system in respect to trophic interactions**

Trophic interactions involve consumers and resources. Confronted predominantly with plant–herbivore and herbivore–predator systems, animal ecologists are accustomed to think of both as being living organisms. However, in detritus systems, basal resources are the remains of living organisms and therefore, one of the components is dead organic matter. This is of prominent importance for trophic interactions and has shaped the peculiarities of soil organisms.

**Habitat and resources**

The soil habitat fundamentally differs in various ways from habitats above the ground, and this fact has important implications for trophic
interactions. The basis of the decomposer food-web is dead organic matter, which has attributes that make it a unique resource.

Food-web implications of dead organic matter as basal resource

A unique feature of the resource–consumer relationship between dead organic matter and detritivores is that the interactors do not coevolve. This is in contrast to herbivores and plants and also to predator–prey systems. Major consequences of the lack of coevolution are that (1) detritivores tend to be less specialized than herbivores and (2) the gamma diversity of detritivores is comparatively low. A low degree of specialization implies that detritivores tend to be food generalists, i.e., there is no close association between plant species and species of detritivores, and the overlap in the resources used by detritivores is high. In combination with the well-accepted view of detritivores as being food-limited (Hairston et al., 1960; Pimm, 1982; Hairston, 1989), one may expect strong competition between decomposer organisms. Surprisingly, however, there is little experimental evidence that competition really is a major structuring force in soil animal communities (Hairston, 1989; Scheu et al., 1999b).

A marked feature of feeding on detritus is that the food substrate is packed with microorganisms. In fact, it has been commonly assumed that detritivorous animals primarily rely on microorganisms as food, with the ingestion of dead organic matter being unavoidable in order to exploit this more nutritious resource. This is reflected by the analogy of Cummins (1974) of detritivorous animals being feeders of peanut butter on undigestible biscuit. Translating this to trophic level interactions, three trophic levels (or even more, see below) appear to be involved in resource–detritivore interactions (Fig. 10.1). Using food-web terminology, this implies that most detritivores may better be viewed as trophic level omnivores. However, the extent to which detritivores digest microorganisms is still poorly understood. In fact, there is increasing evidence that most of the microorganisms in the food substrate of detritivores survive the gut passage and flourish in casts (Fischer et al., 1995; Maraun and Scheu, 1996; Wolter and Scheu, 1999; Tiunov and Scheu, 2000).

Viewing detritivores as trophic level omnivores is even more evident when considering that they may also function as predators (Fig. 10.1). It has been shown that earthworms may digest nematodes, protozoans, and possibly even enchytraeids (Gorny, 1984; Roesner, 1986; Bonkowski and Schaefer, 1997). Earthworms search selectively for microsites rich in Protozoa
and benefit considerably when the food material ingested contains Protozoa (Miles, 1963; Flack and Hartenstein, 1984; Bonkowski and Schaefer, 1997).

The basis of the view outlined so far is that detritivorous animals ingest dead organic matter composed of a variety of resources (the "resource unit" in Fig. 10.1). Even more selectively feeding species, like Collembola and oribatid mites, which are commonly viewed as fungal feeders, ingest large quantities of dead organic matter (Anderson and Healey, 1972; Chen et al., 1996). An important mechanism contributing to resource exploitation by these microbi-detritivores is the fragmentation of organic matter. In fact, microbi-detritivores uniformly appear to shred plant residues. This even applies to species which lack mandibles like earthworms and enchytraeids. In the former it has been shown that the combined ingestion of litter materials and sand grains significantly increases litter fragmentation (Schulmann and Tiunov, 1999).

Considering the ubiquity of resources composed of complex plant compounds, like cellulose and lignin, it is surprising that the majority of
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**Fig. 10.1.** Detritivore–resource relationships. Numbers indicate major potential food substrates exploited by detritivores from ingested material ("resource unit"). Depending on the resource exploited detritivores function as predators (1), microbivores (2), competitors for microbially degraded substrates (3) or as primary/secondary decomposers (4); when exploiting a mixture of resources they function as omnivores. Note that in the latter case detritivores may feed simultaneously on three trophic levels.
detritivorous animals appear to be enzymatic amateurs compared to soil microorganisms. This raises the question of how detritivorous animals manage to exploit these resources. Surprisingly, the solution to this problem, at least in part, is that detritivorous animals benefit from the superior enzymatic capabilities of litter and soil microorganisms. Microorganisms exploit resources by liberating enzymes which in the vicinity of the cell digest complex substrates thereby making resources more easily available. These resources presumably constitute a major portion of the diet of many detritivores (Fig. 10.2). This mechanism emphasizes that detritivore–resource interactions involve more than two trophic levels. If detritivorous animals rely on the enzymatic action of microorganisms, the acquisition of resources by detritivorous animals may simply be a consequence of the limited ability of microorganisms to combine digestion and uptake of food resources.

This model includes the view that detritivorous animals live in an external rumen from which they get their resources (Swift et al., 1979). In this case, microorganisms function as external mutualists of detritivores. A striking consequence of this model is that it explains why most detritivorous animals have not evolved the capability to digest complex plant litter compounds such as cellulose and lignin, but became and remain enzymatic amateurs.

Linkage between habitat and food resources and its implications

A further striking feature of detrital systems is that habitat and food are closely interconnected; in terms of the external rumen concept, habitat and food are two aspects of the same entity. Microbi-detritivores therefore may be viewed as organisms living in food resources – a situation reminiscent of paradise. However, the unique feature of food resources is that they contain large substrates predigested externally by microorganisms and internally by other animals, i.e., fecal material (Fig. 10.1). Indeed, re-ingestion of organic matter is one of the fundamental mechanisms responsible for habitat formation in soil. This is most obvious in soils with thick organic layers on top of the mineral soil (moder), where the lower layers constitute differentially fragmented plant residues. Ultimately, the lowermost organic horizon is formed of humus material which is mainly composed of fecal pellets of minute soil animals like enchytraeids, Collembola, and oribatid mites (Rusek, 1985). In soils where large detritivores are present, plant residues are decomposed and mixed
Fig. 10.2. Trophic structure of the decomposer community of a beech wood on limestone ("Göttinger Wald") as indicated by $^{15}$N analysis (from Scheu & Falca, 2000). Aran: Araneida; Chil: Chilopoda; Coll: Collembola; Dipl: Diplopoda; Diplu: Diplura; Elate: elaterid larvae (Coleoptera); Enchy: Enchytraeidae; Gama: Gamasina; Isop: Isopoda; Lumb: Lumbricidae; Orib: Oribatida; Pseud: Pseudoscorpionida; Staph: Staphylinidae (Coleoptera); Urop: Uropodina; for full species names see Scheu & Falca (2000).
with mineral soil material (mull) by cascading through the guts of litter-feeding earthworms, millipedes, and isopods.

Re-ingestion of an organism’s own fecal material has been shown to stimulate growth of diplopod and isopod species and this intraspecific coprophagy has received considerable attention (McBrayer, 1973; Hassall and Rushton, 1985; Gunnarsson and Tunlid, 1986). However, a large number of detritivorous species, the secondary decomposers, rely on fecal material of other detritivores. Surprisingly, this unique feature of decomposer food-webs has received little attention despite its paramount importance for soil formation and trophic interactions in soil (Szlavecz and Pobozsny, 1995). Affecting another species, via feces, is a kind of indirect interaction which may function as micro-scale facilitation. Particularly earthworms beneficially affect other soil invertebrates, and earthworms also benefit from the production of fecal pellets by other detritivores. For example, the litter-feeding earthworm *Lumbricus terrestris* has been shown to affect other soil animal species by providing fecal material enriched in organic residues (Szlavecz, 1985; Maraun et al., 1999). Similarly, it has been shown in laboratory and field experiments that endogeic earthworms such as *Octolasion tyrtaeum* benefit from the production of fecal pellets by millipedes (Scheu and Sprengel, 1989; Bonkowski et al., 1998).

Intra- and interspecific coprophagy add considerably to the complexity of decomposer food-webs. The common distinction of primary and secondary decomposers certainly is oversimplistic. Incorporating the cascading of detritus through microbi-detritivores in food-web models is difficult, since it is an indirect interaction. Therefore, interactions among detritivores add to the view that indirect interactions are of paramount importance for structuring soil communities (Bengtsson et al., 1996; Scheu et al., 1999b). The fact that detritivores, for various reasons, do not fit conventional food-web categories hampers the modeling of decomposer communities and approaches which attempt to combine population- and process-based views of decomposer communities (Bengtsson et al., 1995; De Ruiter et al., 1996; Persson et al., 1996).

For experimental soil ecologists, the close interrelationship between habitat and resources in soil systems poses particular problems, since it is hard to manipulate one without changing the other. This is unfortunate because, to understand the dominant structuring forces in animal communities, it is essential to separate effects caused by habitat structure and by food resources. Another key question in understanding the structuring forces in animal communities is whether bottom-up or top-down
forces predominate (Hairston et al., 1960; Strong, 1992; Hairston and Hairston, 1993, 1997; Polis and Winemiller, 1996; Persson, 1999). Most experiments which addressed this issue for soil animal communities suffered from the difficulty that the manipulation of food resources also alters habitat structure (Judas, 1990; Hövemeyer, 1992; Ponge et al., 1993). However, some experiments succeeded in manipulating food resources without concomitantly changing habitat structure. Chen and Wise (1997, 1999) manipulated food resources of the soil arthropod community of a deciduous forest by adding high-quality substrate (chopped mushrooms, potatoes, and instant fruit-fly medium) to the forest floor and demonstrated substantial bottom-up control. The increase in the resource base propagated through the food-web and resulted in a twofold density of strictly predaceous arthropods like centipedes, pseudoscorpions, and spiders. Thus, the resource manipulations cascaded up the food-web for at least two trophic levels. In contrast, in the experiment of Schaefer (1998), which manipulated basal resource supply by repeatedly adding liquid carbon and nutrient resources to the floor of a deciduous forest, the density of detritivores increased but that of major predators, centipedes, declined. Presumably, this decline resulted from indirect effects due to habitat modification caused by an increased earthworm density. Since centipedes have been shown to feed on earthworms, the implication is that by habitat modification, prey species in soil such as earthworms may effectively control one of their own major predators (see section “Beyond trophic interactions: habitat modifications,” below).

The organisms

Soil animals are extremely densely packed: underneath one footprint of forest soil there may be billions of Protozoa, hundreds of thousands of nematodes, thousands of Collembola and mites, and a large number of isopods, spiders, beetles, etc. Obviously, the majority of soil animals are small; most species are <1 mm in length. Small size enables the exploitation of resources accessible only via soil pores, while the porous nature of soils can be used as refuge from predators.

The porous nature of soils has major implications for predator–prey interactions. There must have been a strong selection for predators to reduce their body diameter to the size of their prey. For prey species the small size of predators may have increased their ability to defend against predator attacks. In fact, one of the most diverse microbi-detritivorous soil animal group, the oribatid mites, may have evolved such effective
defense mechanisms that adults currently live in a predator-free space (Norton, 1994). However, this may not apply to juveniles (Laakso et al., 1995; Laakso and Setälä, 1999a).

Both the ubiquity of refuges and the effective defense mechanisms of prey species suggest that the influence of predators on prey populations in soil is limited. This argument also applies to the interaction between microbial grazers and their bacterial or fungal prey. There is very limited evidence that microorganisms in soil are controlled by microbivorous species (Brussaard et al., 1995; Mikola and Setälä, 1998a; Schlatte et al., 1998; Kandeler et al., 1999; Laakso and Setälä, 1999b; but see Scholle et al., 1992; Scheu and Parkinson, 1994a; Alphei et al., 1996; Hendrix et al., 1998). Contrary to the normal functioning of predators in reducing the number of prey, in soil the presence of fungal and bacterial grazers often results in an increase in prey population density and biomass (Verhoef et al., 1989; Bardgett et al., 1998b). This is commonly ascribed to compensatory growth due to indirect effects of the grazers on the mobilization of nutrients (Visser, 1985; Wolters, 1991; Lussenhop, 1992). Also, there is very limited evidence that bacterivorous and fungivorous soil animals are controlled by predators, but the issue remains controversial and certainly needs further investigation (Schaefer, 1995; Hyvönen and Persson, 1996; Kajak, 1997). Generally, however, it is likely that in soil top-down trophic cascades are of limited importance for community organization (Mikola and Setälä, 1998a; Laakso and Setälä, 1999a, b). This implies that the dominant food-web models, i.e., trophic dynamics models (Oksanen et al., 1981; Polis, 1999), are of limited use for understanding the major structuring forces in soil communities. Omnivory may exert strong regulation of other trophic levels in ways not predicted by cascading trophic interactions (Morin and Lawler, 1995; Persson et al., 1996; Pace et al., 1999).

It has been repeatedly argued that the prevalence of top-down trophic cascades declines from aquatic to terrestrial habitats (Strong, 1992; Persson, 1999), and we assume soil communities to be at the lowermost level of this gradient. Generally, this is consistent with the view that trophic cascades predominate in simple food-webs (Strong, 1992; Polis and Strong, 1996) since, due to the very dense species packing, the prevalence of generalist feeders and the ubiquity of trophic level omnivory (see above), soil communities are exceptionally complex. Stressing that trophic cascades presumably are of limited importance in soil communities does not mean that top-down control may not be important under certain conditions and for regulating certain soil animal species or groups. In fact, there is evidence
that fungivores, nematodes and detritivores are controlled by predators (Kajak et al., 1993; Schaefer, 1995; Hyvönen and Persson, 1996; Setälä et al., 1996; Yeates and Wardle, 1996; Mikola and Setälä, 1998b), and predator control of microbi-detritivores has even been shown to slow down decomposition processes (Kajak, 1997; Lawrence and Wise, 2000).

Due to the complexity of the soil food-web, and the difficulties of ascribing decomposer organisms to specific trophic levels, information on the structure of soil food-webs is difficult to obtain. A methodology which may improve this situation is the analysis of variation in the abundance of stable isotopes in soil animals. Using $\delta^{15}N$ data, it has been shown recently that soil organisms form two clusters consisting of predators and microbi-detritivores which span a range equivalent to approximately four trophic levels (excluding detritus: Ponsard and Arditi, 2000; Scheu and Falca, 2000; Fig. 10.2). Both microbi-detritivores and predators spanned over two trophic levels, suggesting that microbi-detritivores do indeed comprise a gradient from primary to secondary decomposers. Interestingly, in microbi-detritivorous groups, such as Collembola, oribatid mites, diplopods, and earthworms, species spanned over a very similar range, indicating that species of very different groups exploit similar resources (Scheu and Falca, 2000). A major implication of this is that higher taxonomic units are inadequate for depicting trophic levels, only reflecting very general trophic groups, such as microbi-detritivores and predators. This questions the usefulness of soil food-web models in which higher taxonomic units are used to depict trophic relationships and energy flow in below-ground communities (Hunt et al., 1987; Bengtsson et al., 1996; De Ruiter et al., 1996).

In a similar way to microbi-detritivores, predators in soil uniformly appear to be generalist feeders. At first sight, this is surprising considering that the size of predators in soil commonly only slightly exceeds that of their prey. Generally, small size differences between predators and prey favor the evolution of specialist predators (Peters, 1983; Futuyma and Moreno, 1988). Obviously, this is not the case in soil. The fact that predators in soil have remained generalist feeders presumably is related to the high density of potential prey and the difficulties of locating specific prey in the opaque and porous soil habitat. The latter is the major reason why the parasitic Hymenoptera, which is a dominant element of the predator community above the ground, is rare in soil; in some of the major soil animal taxa (earthworms, millipedes, isopods, Collembola, oribatid mites) hymenopteran parasitoids do not exist at all (Ulrich, 1988).
feature supporting the view that in soil generalist predators predominate is that one of the dominant groups are centipedes which are “sit-and-wait” predators (Poser, 1991; Schaefer, 1991; Ekschmitt et al., 1997). Most important soil microarthropods are so ubiquitous and mobile that for many predators it does not pay to search for them. This situation is reminiscent of sit-and-wait predators or even suspension feeders on the floor of aquatic habitats foraging on zooplankton. The difference is that the prey in soil are actively mobile, whereas in aquatic habitats they are transported by the water current. Being confronted with a multitude of different predator species, it is likely that prey species in soil have been unable to evolve traits to avoid predation by specific predators. In above-ground systems, the implications of multiple predator effects on prey species are receiving closer scrutiny (Sih et al., 1998); in soil, where the topic is of prime importance, it has hardly been touched.

The indiscriminate feeding on mobile prey by many soil predators implies that they almost uniformly function as trophic level omnivores, since the trophic range of their prey, microbi-detritivorous species, extends over at least two trophic levels (see above). In addition, predators are likely to feed within their own trophic level; intraguild predation (IGP) and cannibalism is certainly widespread in decomposer food-webs (Polis, 1991; Gunn and Cherrett, 1993). In their study on the trophic structure of the soil fauna community of two beech forests, Scheu and Falca (2000) reported that, based on differences in $^{15}$N, predator species on average differ from prey species by more than one trophic level. They assumed that this resulted from a mixed diet composed of primary and secondary decomposers with a bias towards the latter. However, the larger difference in trophic levels between predators and microbi-detritivores may also be caused by IGP and, in fact, this is how Ponsard and Arditi (2000) explained the trophic level difference in excess of one between predators and microbi-detritivores in their study on the soil fauna community of three deciduous forests.

IGP and cannibalism have recently received considerable attention and, in contrast to previous assumptions (Pimm and Lawton, 1977; Pimm, 1982), are now thought to play a major role in structuring communities (Polis and Holt, 1992; Holt and Polis, 1997; Rosenheim, 1998). Certainly, IGP and cannibalism are very widespread in soil communities. This can be inferred as most predators in soil are generalists. In the soil, therefore, top-down effects of predators on prey, but also of “microbivores” on microorganisms, cannot be understood without considering IGP and predator
switching. Unfortunately, except for epigeic predators such as lycosid spiders and carabid beetles (Wise and Chen, 1999; Snyder and Wise, 1999), the implications of IGP for soil community structure are poorly known. That IGP and cannibalism are widespread among soil predators and even in “fungivores” has been stressed by Walter (1987). The dominance of generalist predators and the high incidence of IGP and cannibalism in soil communities add to the intriguing complexity of below-ground foodwebs. It is likely that the exceptionally high local diversity of soil organisms at least in part results from the fact that soil predators are so closely intermingled. The very large overlap in prey (among predators) may prevent competitively superior microbi-detritivores from outcompeting inferior species, despite close resource overlap among them. Predator switching and suppression of competitively superior prey species has been shown to be a key process in maintaining species diversity in aquatic and above-ground terrestrial systems (Paine, 1966; Menge and Sutherland, 1976), but has yet to be shown in soil communities.

The similarity of trophic positions of species in very different taxonomic groups within microbi-detritivores and predators supports the assumption that functional redundancy among soil animals is high (Wardle et al., 1997, 1998; Setälä et al., 1998). A detailed discussion of this issue is beyond the scope of this paper. However, we emphasize that to date only gross ecosystem properties like respiration and primary production have been investigated; other functional attributes of ecosystems, such as stability, resilience, constancy, and resistance, certainly need further attention. In contrast to the long-standing assumption that more complex systems are less stable (May, 1972; Pimm, 1980), recent experimental evidence suggests that the opposite might be true (McGrady-Steed et al., 1997). We believe decomposer communities to be ideal systems to explore these issues, since very complex communities can be established and manipulated even in small experimental units. The few investigations undertaken have indicated that more complex soil communities recover more quickly from perturbations than simpler systems (Maraun et al., 1998; B. S. Griffiths, unpublished data), although some counterevidence also exists (H. Setälä et al., unpublished data).

Plants as players in multitrophic interactions in soil

The growing interest in exploring the interface of population-level and ecosystem-level approaches to ecology (Jones and Lawton, 1995) requires
acknowledgement of the significance of both the above- and below-ground compartments of terrestrial ecosystems. This is because above-ground systems are responsible for most of the production (carbon input) in an ecosystem, whereas below-ground systems are responsible for most of the decomposition (carbon loss) in the system. The above-ground and below-ground compartments are dependent upon one another because of the role of plants as a carbon source for soil biota, and because soil biota in turn release nutrients bound up in relatively recalcitrant compounds into simpler forms that are more readily taken up by the plant (Wardle, 1999). Despite the obvious interdependence between soil food-webs and above-ground grazer pathways, the knowledge on the interplay between the two worlds, mediated through nutrient dynamics, is scanty.

The resources supplied by plants not only consist of above-ground residues, as the input via the root system may even exceed the litter input from above. Below-ground residues comprise a mixture of resources consisting of dead roots, cells lost by growing roots, and a multitude of liquid compounds exuded by roots (Curl and Truelove, 1986; Lynch, 1990). Due to the continuous and high resource input in the vicinity of roots, the rhizosphere is a focus of intense microbial and animal activity. The close spatial association between primary production (plant roots in soil) and decomposition is a marked difference between terrestrial and aquatic systems (Wagener et al., 1998). The association between plants and decomposer organisms in the rhizosphere and the fact that the relationship is beneficial to both result in complex mutualistic interactions between plants and soil organisms, of which the plant–mycorrhiza mutualism is most prominent. However, this is only one aspect of the close relationship between the below-ground and the above-ground systems; there is a multitude of ways in which plants and decomposers interact and this is what we focus on in this chapter.

Certainly, it is the rhizosphere where decomposer organisms and plants interact most intensively. However, plants and decomposers also interact via plant material produced above ground, albeit with the interactors being spatially separated. By the decomposition of plant litter and the mineralization of the nutrients therein, decomposer organisms may affect their own resources via modification of the nutrient content of plants and therefore of the dead organic matter entering the detrital system. The tightly connected positive feedback system in which decomposers can improve the quality and quantity of their resource through recycling of nutrients has been proposed to be characteristic of terrestrial
systems (Bengtsson et al., 1996). The intimate reciprocal interactions between the above-ground and below-ground systems warrant treating the producer–decomposer system as a single food-web with an array of interactive components (May, 1997; Wardle et al., 1998).

Here, we specifically explore the implications of these interactions for the structure of the soil food-web and for plant growth. In doing this we focus on effects from below (soil biota community) to above (plants and herbivores: Fig. 10.3), others have stressed that the structure of the above-ground system, i.e., the composition of the plant community and plant–herbivore interactions, also strongly modifies the structure of the below-ground system and the interactions therein (Seastedt, 1985; Bardgett et al., 1998a).

**The multitude of plant–decomposer interactions**

As for above-ground residues, the basis of plant–decomposer interactions in the rhizosphere involves non-living resources, root deposits for detritivores and mineral nutrients for plants. Since mineral nutrients are also
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**Fig. 10.3.** Ways by which soil animals affect plant growth and thereby herbivore performance. Both direct and indirect interactions between roots and soil biota may stimulate or reduce plant growth and herbivore development. The activity of rhizosphere biota is driven by energy transfer from plant roots (root exudates).
essential resources for the majority of decomposers (bacteria and fungi), plants and decomposers may compete via consumption of abiotic resources. Therefore, interactions between soil biota and plants are often not direct feeding interactions but are mediated through abiotic resources (Fig. 10.3). In fact, the interaction between primary decomposers (soil bacteria and fungi) largely depends on the availability of nutrients (Tamm, 1991; Norton and Firestone, 1996). It is well documented, for example, that if carbon resources are in ample supply, microorganisms are superior competitors for nutrients, causing plants to suffer from nutrient deficiency (Zak et al., 1990; Harte and Kinzig, 1993; Schmidt et al., 1997; Lipson et al., 1999). This raises the question of how plants manage to acquire resources when nutrients are in short supply. The fact that plants manage to do so is surprising considering that, in the vicinity of roots, microorganisms gain carbon resources from the plant as root exudates and other rhizosphere deposits. As is well known, plants rely on other organisms in the rhizosphere to improve their competitive ability against saprophytic microorganisms. These organisms might be viewed in total as plant mutualists, of which mycorrhizal fungi are the most prominent. However, other components of the soil food-web also function as plant mutualists, although they are not directly connected to plant roots.

Competition for abiotic resources is not limited to plant–microbe interactions, but is also a common feature for other distantly related soil-inhabiting organisms and these interactions are likely to modify plant growth. There is increasing evidence that saprophytic soil bacteria and mycorrhizal fungi can inhibit each other (Garbaye, 1991; Fitter and Garbaye, 1994). Wilson et al. (1989) showed that spore germination of vesicular–arbuscular (VA) fungi was dramatically reduced by soil bacteria. On the other hand, the presence of ectomycorrhizal (EM) fungi can inhibit the growth of rhizosphere bacteria, which has been ascribed to reduced root exudation (Olsson et al., 1996b; Bonkowski et al., in press a) or to the production of fungal antibiotics (Grayston et al., 1996; Nurmiaho-Lassila et al., 1997). Despite the existence of various negative interactions in the rhizosphere, there appears to be consensus, however, that mutualistic relationships predominate which mitigate the competition for nutrients in the rhizosphere of plants (Ingham and Molina, 1991; Grayston et al., 1996).

The function of most of the multitrophic interactions in soil is the facilitation of the acquisition of nutrients by plants via indirect effects (Clarholm, 1985; Kuikman and van Veen, 1989; Setälä, 1995; Bever et al.,
Excretion of nutrients often is considered as a mechanism by which microbi-detritivores directly alter plant growth. However, since both microbi-detritivores and plants rely on the same nutrient pools strong indirect interactions occur. More complex mechanisms which involve trophic interactions between microbi-detritivores and microorganisms include changes in soil nutrient pools by grazing on saprophytic microorganisms (Setälä and Huhta, 1991; Haimi et al., 1992; Alphei et al., 1996), grazing on mycorrhizal fungi (Klironomos and Kendrick, 1995, Setälä, 1995), and grazing on plant pathogens (Curl et al., 1988; Pussard et al., 1994; Lartey et al., 1994). Other indirect ways, which relate to trophic interactions, include the dispersal of plant growth stimulating microorganisms such as rhizobia, mycorrhiza, and mutualistic rhizosphere bacteria (Gange, 1993; Stephens et al., 1993, 1995; Harinikumar and Bagyaraj, 1994; Lussenhop, 1996), and microorganisms antagonistic to root pathogens (Stephens and Davoren, 1997). Furthermore, microbi-detritivores indirectly modify plant growth by changes in soil structure (Hoogerkamp et al., 1983; Boyle et al., 1997) and by hormone-like effects (Jentschke et al., 1995; Muscolo et al., 1996, 1999). Other more direct effects, such as plant seed dispersal by soil animals (Thompson et al., 1993; Willems and Huijsmans, 1994), and plant damage due to root herbivores and pathogens, mainly nematodes (Masters et al., 1993; Sarathchandra et al., 1996; Strong et al., 1996; Zunke and Perry, 1997), add to the spectrum of links between soil animals and plants. As emphasized by Strong (1999), root herbivores are imbedded in a complex predator–parasite community including organisms as different as parasitic nematodes (as antagonists of insect root herbivores) and nematode-trapping fungi (as antagonists of root-feeding nematodes) which may exert top-down effects on the plant root systems and therefore on plant growth.

The prevalence of indirect interactions among biota also has important implications for the functioning of food-webs. In contrast to direct interactions via feeding on other organisms, effects of indirect interactions via consumption of a common resource, such as nutrients in soil, may propagate through the web without changing the size of other web components. This is a fundamentally different way in which food-web components are interconnected from the conventional view of trophic dynamics in which effects only propagate through the web by changing the size of adjacent trophic levels (Hairston et al., 1960; Oksanen et al., 1981). Since primary production is regulated by the availability of nutrients and the decomposer community relies on this availability, indirect
interactions via abiotic resources, i.e., nutrients in soil, are essential for understanding the functioning of food-webs.

As already stated, saprophytic microorganisms compete for nutrients with mycorrhizal fungi (Wilson et al., 1989; Brundrett, 1991) and plants (Jamieson and Killham, 1994; Cheng et al., 1967). The implications of these competitive interactions, however, can only be understood by considering all three groups simultaneously. The growth of saprophytic microorganisms and the resulting immobilization of nutrients into microbial biomass facilitate mycorrhizal infection of plant roots, thereby improving the plant’s ability to exploit heterogeneously distributed resources (nutrients and water: Smith and Read, 1996), but also strengthening the plant’s resistance against root pathogens (Duchesne et al., 1987, 1988). It is well established that low nutrient concentrations promote infection of plants by mycorrhizal fungi, which consistently results in enhanced growth and survival of the plants (Linderman, 1988; Allen, 1991).

The interrelationship between saprophytic microorganisms, mycorrhizal fungi, and plants is further complicated by another soil food-web component, the fungal-feeding fauna (Chakraborty et al., 1985; Shaw, 1985; Ingham, 1988; Klironomos et al., 1999; Fig. 10.3). Grazing on rhizosphere fungi (mycorrhizal and saprophytic) has been shown to control the growth of mycorrhizal fungi, thereby modifying the plant–fungus association (Warnock et al., 1982; Finlay, 1985; Harris and Boerner, 1990; Ek et al., 1994; Setälä, 1995; Setälä et al., 1997). The interplay between these four food-web components is mediated by abiotic resources, i.e., soil nutrients and plant root exudates. The following scenario may be commonplace: plant nutrient acquisition and growth are stimulated by mycorrhizal fungi in soils where nutrients are in short supply, whereas the opposite may occur in fertile soils. In the latter case, plants may be disadvantaged by mycorrhizal infection due to the fact that when nutrients are freely available the investment of resources in root symbionts may not pay (Bowen, 1980; Allen, 1991) so turning symbiosis into parasitism (Smith and Smith, 1996). Similarly, albeit more locally, soil fauna, by increasing concentration of nitrogen and phosphorus in the rhizosphere (Ingham et al., 1985; Setälä and Huhta, 1991; Alphei et al., 1996), can indirectly affect the cost–benefit balance of the plant–fungus symbiosis (Harris and Boerner, 1990; Ek et al., 1994; Setälä et al., 1997). By feeding upon saprophytic microorganisms, soil fauna speed up the cycling of nutrients, an effect known to induce the plant to reduce allocation of carbon resources to its fungal partner (Gemma and Koske, 1988; Wallander, 1992). Thus, by feeding on
soil fungi, the soil fauna indirectly affect both the performance of mycorrhizal fungi and the stability of the plant–fungus symbiosis via nutrient mobilization. This complex scenario illustrates interactions among distantly related organisms which have been assumed to be a characteristic element of plant–decomposer systems (Swift et al., 1979; Coleman, 1996). However, an even more characteristic feature is the close interplay between the biotic and abiotic components. Understanding the indirect interactions mediated via abiotic resources is a prerequisite for fully capturing the feedbacks that control decomposition, nutrient cycling, and plant growth in terrestrial ecosystems (Bengtsson et al., 1996).

**Mutual benefits**

The close spatial and temporal relationship between primary producers and decomposers in terrestrial environments (Wagener et al., 1998) and the continuous shortage of nutrients in soils (Tamm, 1991) has resulted in many coevolutionary associations between plants and decomposer organisms (Perry et al., 1992). This contrasts the lack of coevolution in the decomposer–dead organic matter system. As stressed above, many of the decomposer–primary producer associations are indirect and function under a wide range of conditions as mutualistic relationships (Lavelle et al., 1995; Fig. 10.3). The direct forms of mutualistic associations are the best known, such as the symbiosis between mycorrhizal fungi and plants, between legumes and their nitrogen-fixing bacteria (*Rhizobium*) in the root nodules, and between actinomycetes (*Frankia*) and their host plants (such as alder). Obviously, mutualistic associations between plants and microorganisms evolved independently at different times and with different microbial partners (VA fungi, EM fungi, rhizobia, actinomycetes), each capable of providing their host with nutrients, particularly nitrogen and phosphorus. These independent evolutionary lines demonstrate that severe competition for nutrients in the rhizosphere was a major selection agent in the evolution of plants. Certainly, the main function of these mutualistic associations in the plant–decomposer system is to minimize competition for mineral nutrients between decomposers and plants and this presumably contributed to the world becoming so impressively green.

Each of the mutualistic associations presented above represents classical forms of direct mutualistic symbioses (*sensu* Boucher et al., 1982), in which the two players evolved intimate physiological links with each other. In soil, there is a number of other mutualistic relationships in
which the partners are not in direct physical contact with each other but interact indirectly via abiotic resources. Again, by mediating trophic interactions, the abiotic resources function as important components in the below-ground food-web. A prominent example is the link between microfaunal grazers and plant roots known as the microbial loop (Clarholm, 1985). In this tritrophic interaction, plant root exudates serve as the basal energy resource for saprophytic soil microorganisms (Grayston et al., 1996). Rapid growth of microorganisms in the rhizosphere results in immobilization of mineral nutrients into microbial biomass. From the plant’s point of view, the reduced availability of nutrients is problematic, unless a third party, soil fauna, remineralizes the microbially fixed nutrients. Soil Protozoa and nematodes are known to graze extensively on rhizosphere microorganisms thereby facilitating plant nutrient acquisition by liberating nutrients bound in microbial biomass for root uptake (Clarholm, 1989; Kuikman, 1990; Griffiths, 1994; Zwart et al., 1994). Thus, Protozoa and nematodes function as bacteria-mediated mutualists (Bonkowski et al., 2000a, in press a). In the mediated mutualism, plant resources are released as exudates, stimulating bacterial and subsequent protozoan growth; nitrogen is released due to grazing on bacteria by Protozoa. In the direct mutualism, plant carbon resources are directly transferred to mycorrhizal fungi in exchange for phosphorus. The mediated mutualism between plants and Protozoa is associated with a more complex root system, consisting of more branches, and longer and finer roots (Jentschke et al., 1995; Alphei et al., 1996; Bonkowski et al., in press a). In contrast, the plant–mycorrhiza mutualism commonly is associated with a less complex root system, i.e., with fewer and bigger roots (Alexander, 1981; Jentschke et al., 1995; Bonkowski et al., 2000b, in press a). Since the plant–mycorrhiza mutualism mainly facilitates plant phosphorus uptake, whereas the mediated mutualism between plants and Protozoa predominantly functions by increasing plant nitrogen uptake, the two mutualistic systems have been hypothesized to complement each other (Bonkowski et al., in press a).

Although this tritrophic interaction resembles a trophic cascade, in which carnivores indirectly affect the biomass of primary producers by consuming herbivores (Hairston et al., 1960), it functions as a mutualistic interaction between plants and Protozoa which is mediated by bacteria and involves root exudates and nutrients. It is due to these non-living resources that the biomass of the microorganisms, the second trophic level, does not necessarily decline due to predation (Brussaard et al., 1995;
Mikola and Setälä, 1998b); rather, it may even increase (Abrams and Mitchell, 1980; Griffiths, 1986; Hedlund et al., 1991; Mikola and Setälä, 1998a; see also section “Limitations of plant–decomposer interactions,” below). The ability of prey populations to respond “positively” to grazing is thought to result from a grazer-mediated increase in the availability of nutrients (Coleman et al., 1983; Ingham et al., 1985; Mikola and Setälä, 1998a).

Abiotic components have also been found to be of crucial importance in a very different trophic interaction pathway in soil. It has been demonstrated that above the ground plants may “call for” predators or parasites of herbivores by producing volatile substances, thereby strengthening top-down trophic cascades (Turlings et al., 1991, chapter 7, this volume; Dicke and Vet, 1999). Recently, Hall and Hedlund (1999) found a similar interaction to exist below ground, with soil fungi, collembolan grazers, and predators (mesostigmatid mites) as the players. Soil fungi have long been known to produce substances that inhibit the growth of other microorganisms (Wicklow, 1992). Hall and Hedlund (1999) observed that fungal-derived volatiles also function as a cue which attracts predatory mites and guides them to the place where Collembola, their major prey, graze on the fungus. As soils are opaque, three-dimensional habitats where visual cues are of limited value, tritrophic indirect interactions of this kind may well be a common feature throughout the plant–decomposer food-web, in comparison to above ground where volatiles may be used for long-distance communication. Such communication in soil via volatile chemical cues will clearly be restricted to short distances.

The tight connection between abiotic resources and biotic interactions in soils is likely to be the key factor responsible for the evolution of the great variety of positive feedbacks in soil food-webs (Perry et al., 1992; Bengtsson et al., 1996; Bonkowski et al., 2000b, in press a).

**Limitations of plant–decomposer interactions**

Soil food-webs are regarded as classic textbook examples of donor-controlled food-webs in which the density of the resource (detritus) controls the density of the consumers, but not the reverse (Pimm, 1982). However, there is evidence that under certain circumstances, predators (including grazers) may control the number and growth rates of soil microbivores (Hyvönen and Persson, 1996; Yeates and Wardle, 1996; Mikola and Setälä, 1998a, b; Laakso and Setälä, 1999a) and microbi-detritivores (Kajak et al., 1993; Schaefer, 1995; Setälä et al., 1996; Laakso and Setälä, 1999a). Further,
as described in context of the microbial loop, the growth and activity of soil microorganisms can be effectively controlled by soil micro- and mesofauna (cf. Bengtsson et al., 1996). It therefore seems that, despite predominant bottom-up regulation, top-down forces can be strong enough to control lower trophic levels even at the very base of the detrital food-web. Indeed, there is evidence showing that exclusion of top predators may affect the activity of the soil microflora with concomitant changes in decomposition rate of organic matter (Santos et al., 1981; Kajak et al., 1993; Lawrence and Wise, 2000). However, very little is known about the relationship between top predators and plant growth, i.e., whether the effects due to removal of top soil carnivores would propagate down the food-web so as to be reflected in a change in primary production.

The microcosm experiment of Laakso and Setälä (1999a) explored the impact of the structure of the decomposer food-web on the growth of birch (Betula pendula) seedlings by manipulating both the diversity of trophic groups and the within-trophic-group complexity. The results of this study corroborated earlier findings that, through consumption of soil microflora, microbi-detritivores (Collembola, oribatid mites, enchytraeids, dipteran larvae) stimulated plant growth. This stimulation of primary production was due to an increase in nutrient mineralization, mainly nitrogen, in the rhizosphere. Presence of top predators (predatory mites) did not modify the microbi-detritivore induced stimulation of plant growth, despite significant reduction in prey populations.

A similar observation was made by Setälä et al. (1996). Although large predators (Coleoptera and centipedes) substantially reduced the biomass of their prey (small earthworms, millipedes, and others), neither the growth nor concentration of nitrogen in the leaves of poplar seedlings was affected. However, excluding fungal and bacterial feeding soil mesofauna from the systems resulted in reduced uptake of nitrogen by the seedlings. Therefore, it appears that top-down control over plant productivity is restricted to the base of the detrital food-web, for example to the control of fungi by fungivores, and is dampened at higher trophic levels, i.e., trophic cascades appear to be of limited importance (see also Mikola and Setälä, 1998a, b).

The reason for the apparent functional insignificance of top-down trophic cascades in soil food-webs is poorly known. Pace et al. (1999) compiled a list of conditions that promote or inhibit the transmission of predatory effects in food-webs: the relative productivity of ecosystems, presence of refuges, omnivory, and the potential for compensation. As
stressed in the section “Special attributes of the soil system in respect to trophic interactions” (above), the ubiquity of omnivory and refuges diminishes the cascading of top-down effects in decomposer systems, with productivity and compensation likely to reduce further the incidence of top-down effects in soil. This particularly holds for the control of primary decomposers, i.e., bacteria and fungi, which can colonize minute soil pores (refuges) hardly accessible to their major predators, protozoans and nematodes (Elliott et al., 1979; Rutherford and Juma, 1992, England et al., 1993; Mikola and Setälä, 1998b). Moreover, soil bacteria and fungi are able to compensate for consumed biomass (Abrams and Mitchell, 1980; Ingham et al., 1985; Brussaard et al., 1995; Griffiths, 1986; Mikola and Setälä, 1998a) by accelerating their turnover rate which is known to be facilitated by enhanced consumer-driven nutrient mobilization (Mikola and Setälä, 1998a; Wardle, 1999).

Another feature typical of soil food-webs is the heterogeneity within trophic levels (Moore and Hunt, 1988). In soils, energy and nutrient pathways are compartmentalized into distinct channels based on bacteria, fungi, and plant roots. As these channels have been shown to differ in their response to for example microbial grazing (De Ruiter et al. 1993; Wardle and Yeates, 1993; Mikola and Setälä, 1998b), it is not surprising that propagation of predatory effects is likely to fade away under heterogeneity in structure and function.

Interestingly, the fungal-based energy channel may be much more prone to trophic cascades than the bacterial-based channel. The reason for this is the dissimilarity of the intermediate predators, the microbivores, between the two channels. In the bacteria-based energy–nutrient pathway, the major predators are Protozoa and nematodes, which represent not only the intermediate consumers but also seem to represent the top predators in the web. In the fungal channel, however, the diverse assemblage of fungal-feeding microarthropods forms the basis for an abundant and species-rich community of carnivores (Persson et al., 1980; Schaefer, 1991; Berg, 1997). Consequently, the functional importance of top predators is likely to be more important in systems where energy and nutrients are transferred along the fungal-based channel. Soils of boreal forest evidently fulfill this criterion, whereas improved grasslands and agricultural systems with predominantly bacterial-based energy–nutrient channels do so to a lesser extent.

Forests and grass-dominated ecosystems differ not only in the type and structure of primary producers, but also in the plant–fungal interaction, the
mycorrhiza. Arbuscular mycorrhizae (AM) are typical of grasslands and agroecosystems, whereas ectomycorrhizae predominate in forest soils (Allen, 1991). Importantly, the two types of mycorrhiza differ in respect to the way the fungi affect their host plant and the rhizosphere (Brundrett, 1991). AM plants typically are grasses and herbs with a low shoot-to-root ratio (1/1). Due to the substantial amount of photosynthates allocated below ground, the production of root exudates (commonly sugars) is extensive and can be as high as 40% of the net primary production (Holland et al., 1996; Bardgett et al., 1998a). In grasslands and agroecosystems, with the constant input of easily utilizable energy resource, bacteria may dominate over fungi (Alexander, 1977; Swift et al., 1979). In such systems, bacterial feeding microfauna, Protozoa in particular, appear to be the only trophic group to control efficiently the growth and biomass of primary decomposers (Clarholm, 1985; Alphei et al., 1996; Coleman, 1996; Bonkowski et al., in press a). Such systems with a strong bacterial component are best described as “fast cycle systems” (sensu Coleman et al., 1983) in which the rapid rate of energy and nutrient transfer through microorganisms, via microfaunal consumers, to plants reflects the rapid turnover rate of the organisms of the soil food-web (Coleman, 1996). Consequently, as there is virtually no evidence for effective control of bacterial grazers, the effects due to removal of top carnivores are likely to be of limited value in grass-dominated systems.

In forest ecosystems, on the other hand, predators of microbial feeding fauna are abundant (Persson et al., 1980; Huhta et al., 1986; Schaefer, 1991; Berg, 1997) and likely to have a strong influence on prey density (Usher, 1985). Moreover, in boreal forests ectomycorrhizal plants predominate and, as compared with grasses, these plants allocate a substantially smaller proportion of energy below ground (Jackson et al., 1996). In addition, EM fungi form a thick fungal mantle on the short roots of their host plant, which can prevent root exudates from reaching the soil (Marx, 1972; see also Setälä et al., 2000). Consequently, the biomass of rhizosphere bacteria has been reported to be less in the presence than in the absence of EM fungi (Olsson et al., 1996b; Nurmiaho-Lassila et al., 1997; Bonkowski et al., in press a), whereas in AM systems no such decline has been observed (Olsson et al., 1996a). Not surprisingly, saprophytic fungi typically dominate over bacteria in forest soils, particularly under more acidic conditions (Anderson and Domsch, 1975; Scheu and Parkinson, 1994b; Berg et al., 1998), resulting in the dominance of the fungal-based energy channel in these systems (Moore and Hunt, 1988; Ingham et al.,
As saprophytic fungi, in contrast to bacteria, have relatively long generation times ("slow-cycle" decomposition systems *sensu* Coleman *et al.* (1983)) and react slowly to consumption and other disturbances (Moore and De Ruiter, 1997), the fungal-based pathway is likely to be a persistent and predictable avenue providing nutrition to carnivores at the top of the food-web. Therefore, we expect trophic cascades to manifest themselves in forest soils and other fungal-dominated systems where fungivores as intermediate "predators" predominate.

As briefly described in the section "The multitude of plant–decomposer interactions" (above), mycorrhizal fungi not only benefit plants by enhancing water and nutrient uptake but can also serve various types of soil fauna as a food resource (Shaw, 1985; Thimm and Larink, 1995; Klironomos *et al.*, 1999). This direct trophic interaction between fungi and fungal-feeding soil fauna can induce fundamental changes in the performance of the plant–fungus association, and, importantly, limits the propagation of feeding effects across the plant–soil food-web. Depending on the severity of grazing, fungal-feeding fauna have been shown to retard plant growth (Warnock *et al.*, 1982; Finlay, 1985), have a negligible effect (Ek *et al.*, 1994), or increase primary production (Harris and Boerner, 1990; Setälä, 1995).

The outcome of interactions between fungivorous fauna, mycorrhizal fungi, and plants are more complex and less straightforward than one might assume. The importance of abiotic resources, nutrients in particular, in mediating the plant–decomposer food-web is mainly responsible for this complexity. Fertility of the soil, together with the intensity of grazing, can, in unexpected ways, determine whether grazing by fauna on mycorrhizal fungi is beneficial or detrimental for the plant. The relationship between plants and EM fungi can vary from parasitism via neutralism to mutualism depending on the availability of nutrients in the soil, i.e., the outcome of the interaction is conditional on abiotic conditions (see Bronstein, 1994; Smith and Smith, 1996). When nutrients are scarce fungal-feeding soil fauna can overconsume the beneficial mycorrhizal fungi and thus render the symbiosis ineffective (Setälä *et al.*, 1997). On the other hand, when nutrients are abundant and mycorrhizal fungi become parasitic, fungal grazing may be beneficial to the plant due to harming its parasite (Setälä *et al.*, 1997).

In conclusion, plant–decomposer interactions appear to be notoriously variable which is primarily due to the fact that abiotic components are involved. However, the pattern that trophic cascades are of limited
importance in regulating primary productivity certainly holds for most detrital systems. Trophic cascades are much less important in soil than in aquatic habitats. Since nutrients are recycled almost exclusively by microorganisms which are able to compensate for losses due to grazing and other disturbances, the consumers are unlikely to affect indirectly the renewal rate of primary decomposers.

**Links between decomposer and herbivore system**

We stressed that plants are significantly affected by the activity and composition of the decomposer community. This certainly has implications for the whole above-ground community, i.e., plants link the decomposer and the herbivore system. By modifying the resource base of the above-ground community, this pathway is under bottom-up control. However, there is another pathway linking the below-ground and above-ground community which functions in a top-down way. Animals of the decomposer community are an important component of the diet of generalist predators above the ground and this may strengthen herbivore control by these predators (Settle *et al.*, 1996; Oksanen *et al.*, 1997; Snyder and Wise, 1999, 2001). We cover this aspect only briefly here; for a more detailed discussion see Scheu (2001).

So far, direct interactions between soil organisms and plants have dominated in studies on links between soil organisms and plant herbivores, i.e., root feeding, root pathogens, and mycorrhizal infection (Rabin and Pacovsky, 1985; Gange and Brown, 1989; Moran and Whitham, 1990; Masters *et al.*, 1993; Gange and West, 1994; Gange *et al.*, 1994, 1999; Borowicz, 1997; Gange and Nice, 1997; see also chapter 9, this volume). As we have outlined above, there is also a multitude of indirect interactions by which soil organisms modify plant growth thereby altering the food resource of herbivores (Fig. 10.3). Surprisingly, there are only two studies that have focused on how microbi-detritivore animals affect herbivore performance (Scheu *et al.*, 1999a; Bonkowski *et al.*, in press b). Certainly, these interactions need much more attention, as future work in this direction will highlight the close interrelationship between the below-ground and above-ground communities.

It is well documented that generalist predators, such as spiders and carabid and staphylinid beetles, essentially rely on prey species originating from the decomposer community (Kajak and Jakubczyk, 1976; Thiele, 1977; Wise, 1993; Lövei and Sunderland, 1996; Ekschmitt *et al.*, 1997). Since
these taxa are among the most important predators of herbivores in many habitats they may be viewed as predators of the above-ground system which are subsidized by resources from the decomposer system (Polis and Strong, 1996; Oksanen et al., 1997). Very few studies have explicitly addressed this topic (but see Settle et al., 1996; Snyder and Wise, 1999, 2001). More research will no doubt demonstrate the close interconnection between the below-ground and above-ground communities.

**Beyond trophic interactions: habitat modifications**

Since trophic interactions are a fundamental entity of any community, they tend to be at the forefront of attempts to understand structuring forces in animal, plant, and microbial communities. However, trophic interaction is only one of the ways by which organisms interact with each other; another is by modifying environmental conditions, thereby facilitating or inhibiting the living conditions of other organisms. In this, the physical modifications of the environment are of paramount importance (“ecosystem engineering”: Jones et al., 1994, 1997; Waid, 1999). This is certainly the case in below-ground communities where organisms live in a habitat formed by the action of others (see section “Introduction”). Since the action of organisms is vital for soil formation, ecosystem engineering is a fundamental force structuring virtually all soil communities. Here, we only emphasize that the composition of the soil animal community and ecosystem engineering are closely interdependent.

While trophic interactions necessarily are associated with energy flow, ecosystem engineering *per se* is not, but via modifications in the resource supply to other organisms engineering effects modify trophic interactions and thereby energy flow. In contrast to the processing of material in soil, which is mainly due to the action of minute organisms such as bacteria, fungi, and Protozoa, modifications of the physical habitat are mainly due to the action of large soil animals. The most important are shredders and organisms mixing organic and inorganic soil components. The focus on indirect soil faunal–microbial interactions (Anderson, 1988; Wolters, 1991; Lussenhop, 1992) may therefore simply be inferred from the complementary action of small organisms as energy transfer agents and large organisms as agents forming the habitat in which the energy is transferred (Fig. 10.4).

Despite the fundamental importance of large soil invertebrates as ecosystem engineers, their effects on other soil organisms via habitat
Fig. 10.4. Size dependent interactions among soil organisms. Trophic interactions and interactions caused by “engineering” are separated; both are indicated by arrows. Note that trophic interactions and interactions caused by engineering are strongly size dependent but complement each other (tapering and widening triangles). Both function at different scales: trophic interactions drive the current energy flow, engineering sets the conditions for the existence of the soil biota community in the long-term.
modifications is still poorly studied (Lavelle et al., 1997; Parkinson and McLean, 1998). Earthworms have been the focus of attention. The mixing of plant residues with mineral soil components by earthworms (bioturbation) transforms forest soils with thick organic layers (ectorganic matter; moder soils) to soils where organic materials are intimately mixed into the mineral soil (entorganic matter; mull soils). Mull and moder soils dramatically differ in the composition of the soil animal community (Schaefer, 1991; Ponge, 1999). Currently, forests in North America which are free of earthworms are being invaded by European earthworm species, which situation offers the possibility of following in detail how ecosystem engineers in soil alter the structure and function of ecosystems and even landscapes (Scheu and Parkinson, 1994a, c; McLean and Parkinson, 1998a, b). There is much to learn beyond trophic interactions from soil systems.

**Prospects**

We have highlighted characteristics of below-ground systems and the prevalence of multitrophic interactions therein. Despite its great importance for decomposition and recycling of nutrients the interactions among soil biota and between soil animals and plants are little understood. This is unfortunate since, due to its peculiarities, the below-ground system has much to offer to widen ecological thinking and theory.

For a more comprehensive view on the functioning of life on earth the efforts in studying the ecology of the above- and below-ground systems have to become more balanced. Particularly promising lines of ecological research are the links between the below- and the above-ground systems:

1. Interactions in the rhizosphere of plants and their implications for plant growth; study of the integration of Protozoa and nematodes as antagonists of rhizosphere bacteria and of Collembola as antagonists of mycorrhizal fungi is essential for understanding these interactions.
2. Links between the decomposer and the herbivore system via modifications of plant performance, a theme with an enormous scope; which soil organisms are involved, which mechanisms are at work, which above-ground processes are affected, etc.
3. Links between the decomposer and the herbivore system via generalist predators and the strengthening of top-down trophic cascades above the ground.

Topics (2) and (3) are particularly exciting since they may contribute to pest control in agroecosystems. Certainly, the links between the below-
and above-ground systems need considerable further attention and to become a pivotal field in ecological research. We hope that this review will help in achieving this goal.
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